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DATA AND NETWORK SCIENCE FOR NOISY HETEROGENEOUS SYSTEMS

Abstract

by

Andrew Kent Rider

Data in many growing fields has an underlying network structure that can be taken

advantage of. In this dissertation we apply data and network science to problems

in the domains of systems biology and healthcare. Data challenges in these fields

include noisy, heterogeneous data, and a lack of ground truth.

The primary thesis of this work is that the application of data mining and network

science to data with these challenges must be carefully joined with domain knowledge.

In the fields of systems biology and healthcare, data mining is increasingly being

used to create models that represent the current state of understanding of important

problems. These models are used to determine the direction of future work and

to evaluate novel approaches. Therefore, any systematic bias in the models can be

detrimental to scientific progress. For these same reasons, data mining has enormous

potential to contribute to advances in our understanding.

Through our study of data and network science in this context we innovate new

methods and highlight open and important problems. We strongly advocate the use

of multiple measures for relationships in data in addition to heterogeneous data for

the construction of network models, as relationships are often a matter of degree and

no single measure or data set can capture everything about a problem.
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CHAPTER 1

INTRODUCTION

Interpretable models are essential for aiding data understanding in any domain.

Networks, clustering algorithms, and topic models provide intuitive representations

of data for domain experts. By understanding the factors that contribute to creating

meaningful models in systems biology we can improve understanding of the domain,

which can in turn improve our knowledge of how to create better models for this

data.

For any data mining task, it is important to understand the domain and the

goal of the analysis. The key to a successful model is the use of an appropriate

measurement for relationships within the data. We demonstrate this in Chapter 3,

in which we describe a novel approach to identifying overlooked genetic associations

in Plasmodium Falciparum.

Although it is not always clear how to measure relationships in data, it is an

essential step in the creation of network models and clusters. When the goal of

a study is an exploratory analysis, the appropriate measure may be unclear. In

Chapter 4 we propose a method to learn ensemble similarity measures in order to

improve clustering algorithms without knowledge of what might constitute a good

distance measure.

The use of a network representation of data can be beneficial even when the

underlying problem is not necessarily inherently a network. Most approaches that

utilize such a representation use it to replace the “normal” representation where

features are assumed to be independent. In Chapter 5 we describe an ensemble topic
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modeling approach that explicitly utilizes disease co-occurrence and frequency to

predict disease risks for patients.

As more data is collected and more methods of collecting data are invented,

methods to integrate heterogeneous data and to extract knowledge from large scale

data data become increasingly important. Unfortunately, the rate at which data is

collected far outstripes the rate at which high-confidence knowledge is produced. One

of the fundamental problems in data mining is how to evaluate models when there

are few classified examples or uncertainty in the labeled data. In Chapter 6 we study

the reliability of common performance metrics in the presence of mislabeled negative

class data. This is especially important in systems biology and healthcare, where a

pair of non-interacting proteins may simply not have been observed interacting or a

patient may have a disease but may not have been tested for it.

In Chapter 7 we briefly survey current integrative network approaches to model

genetic interactions. These approaches utilize heterogeneous data sources to con-

struct models of the entire genome of an organism. The use of heterogeneous data

enables such approaches to determine relationships between genes with greater con-

fidence than alternative approaches. Even when integrating heterogeneous data, the

combination of the way relationships are measured in the models and the data type

the measure is applied to may have a significant impact on the resulting model. We

demonstrate that network models are strongly influenced by the combination of data

type and distance measure in Chapter 8.

One theme throughout this work is that data does not exist in a vacuum. Domain

knowledge can be critical to the design of meaningful and interpretable data mining

models. We validate this view once more in Chapter 9, in which we describe a

collaborative effort and and approach to uncovering relationships between promoter

sequences and gene expression that won a global competition in 2011.
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1.1 Contributions

• A novel alternative approach to identifying overlooked genetic associations in
Plasmodium Falciparum (Chapter 3).

• A novel approach to create ensemble distance measures that utilizes the rela-
tively few available labeled gene interactions to improve unsupervised clustering
of genes (Chapter 4).

• An ensemble topic modeling approach that explicitly utilizes disease co-occurrence
to predict disease risks for patients while preserving data privacy (Chapter 5).

• An evaluation of the reliability of common performance metrics in the presence
of mislabeled negative class data (Chapter 6).

• A survey of integrative network approaches to model genetic interactions (Chap-
ter 7).

• A thorough investigation into how distance measures and data types interact
to create a “good” biological network model (Chapter 8).

• A prize winning innovative approach to uncovering relationships between pro-
moter sequences and gene expression (Chapter 9).
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CHAPTER 2

PROBLEM SETTING

In this chapter we outline the data mining challenges in the domains of systems

biology and healthcare and introduce the terminology used throughout this disserta-

tion.

The goal of systems biology is to gain a more complete understanding of biological

systems by viewing their components and the interactions between them simultane-

ously. In this context the components of a biological system can be genes, proteins,

or any other distinct unit that is a part of a cell.

This setting contains a unique combination of challenges.

• Ground truth knowledge is frequently challenged and is far from complete for
any organism.

• The experimental conditions under which data are gathered has a strong effect
on the phenomena that occur in the data. The result is that data sets ostensibly
about the same kind of information can be very different.

• Interactions in a biological system can be measured in numerous ways, each of
which contains a distinct piece of information about the system and none of
which capture all of the information in the system.

• Many different biological properties can be measured but are seldom measured
on the same data in the same experiment. Therefore, heterogeneous data about
a single organism is usually also from different experiments and individuals.

In data mining terms, what this means is that we have sparsely labeled, noisy,

heterogeneous data with unknown biases. This combination of challenges can make

the learning and evaluation of models difficult.

Here we outline many of the general approaches to machine learning in this context

as well as their benefits and drawbacks for these problems.
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2.0.1 Supervised learning

In supervised learning problems, one has a set of observations or instances with

labels that describe group membership or class. Each instance is a collection of

features that describe measurements or aspects of the instance. Given class labels, the

task is to form a model that can predict the class of unlabeled instances. There may

be labels for one or many groups. The label of interest is typically called the positive

class and everything else is called the negative class. A supervised approach learns a

decision boundary that marks the separation between classes with a combination of

specific feature values or a function.

In a setting where the available class labels do not contain enough information

or are noisy, learning a useful decision boundary can be difficult. It is often the

case with biological data that one class contains far fewer instances than another. A

common task in systems biology is to identify interacting genes. However, even for

an organism with relatively few genes, the number of known interactions is much less

than the number of known interactions. This problem is known as class imbalance.

Algorithms such as NäıveBayes and Hellinger Distance Trees are relatively robust to

this problem, but it can also pose problems for evaluation regardless of the underlying

algorithm, as we describe in Section 2.0.3.

In addition to the relative lack of class labels, there are often far more features

available in biological data sets than instances. This problem is known as the curse

of dimensionality. Explicitly modeling the data as relationships can alleviate this

problem somewhat by, for example, transforming a 10 by 1000 matrix of instances

and features into a 1000 by 1000 matrix of similarities.

2.0.2 Unsupervised learning

In unsupervised learning problems, instances have no class labels. Given data

without class labels, the task is to extract meaningful patterns from the data that
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reveal insights about the underlying system. Clustering is a common approach to

unsupervised learning, which simply organizes instances into groups based on a simi-

larity measure or distance metric. Similarity measures or distance metrics may utilize

any number of measures or statistical tests to determine the extent to which concepts

are related to each other. Two of the most commonly used similarity measures are

pearson’s correlation and mutual information.

Networks also often rely on similarity measures. Learning groups of similar ob-

jects can be informative but may not be specific enough for the intended purpose.

The focus on explicit relational information in the network approach can be both

constraining and can highlight aspects of the problem that might not be apparent

otherwise. Networks are composed of nodes and edges. An example network could

be composed of people (nodes) and their friend relationships (edges) in a social net-

work. In systems biology a network often views genes as nodes and physical, genetic,

or other interactions between them as edges. The topology of a network can reveal

the general structure of relationships in the data and is often used as a means to

compare networks [6]. Local measures of the topology surrounding individual nodes

have been used to identify specific types of interactions in networks [71]. We will

discuss current network models in systems biology in depth in Chapters 7 and 8.

2.0.3 Evaluation

These different approaches require different performance measures. For problems

with class labels, a common approach is to rank instances by how confident a classifier

is that they belong to the positive class. Many performance measures are based on

precision, recall (or true positive rate), and false positive rate. These are described in

equations 2.1 - 2.3. These measures and more are defined in terms of true positives

(tp), false positives (fp), and false negatives (fn). A true positive is an instance

that is predicted to belong to the positive class and in fact does. A false positive is
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an instance that is predicted to belong to the positive class but actually belongs to

the negative class. A true negative is an instance that is predicted to belong to the

negative class and does. Finally, a false negative is an instance that is predicted to

belong to the negative class but actually belongs to the positive class.

precision =
tp

tp+ fp
(2.1)

recall =
tp

tp+ fn
(2.2)

fpr =
fp

fp+ tn
(2.3)

The Receiver Operating Characteristic (ROC) curve is often plotted to evaluate

the trade-off between the true positive rate and the false positive rate as the ranked

instances are iterated through. Alternatively, the area under the ROC curve (AU-

ROC) is often used as a single summary number for the ROC curve. A second com-

mon rank-based performance measure is the precision-recall (PR) curve, which shows

the trade-off between precision and recall as ranked instances are iterated through.

Similarly to ROC curves, the PR curve can be summarized by it’s area (AUPR).

AUROC and AUPR are commonly used to evaluate classifiers but are not always

appropriate for problems that lack labeled data. The usefulness of labeled instances

depends on how well the available labels represent the actual classes. In cases where

many of the instances are unlabeled, there may simply not be enough labeled in-

stances to characterize the class boundary well. This is one focus of Chapter 6.

Similarly, AUROC and AUPR may not be appropriate for models of heterogeneous

data, where class labels may represent one kind of data and the features represent

many different types. In such situations, the use of labels biases the interpretation

of the model towards the data type represented by the label. This is a good thing if

7



www.manaraa.com

the goal is to identify additional instances of a specific type, but may not be a useful

way to interpret more exploratory or unsupervised approaches.
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CHAPTER 3

DISCOVERING A MEASURE TO IDENTIFY INTERESTING GENETIC

ASSOCIATIONS

We begin our contributions with a measure for interesting genetic associations us-

ing expert domain knowledge. Detailed background knowledge and an understanding

of the purpose of the study were the keys to discovering this novel approach. This

underscores a theme of this dissertation: that data mining must be applied with

careful consideration of domain knowledge to achieve maximum impact.

3.1 Introduction

Determining regulatory interactions between genes and the relationship between

genotype (the set of genes belonging to an individual) and phenotype (measured as

the amount of gene expression) is a fundamental step towards understanding bio-

logical systems. An expression quantitative trait loci (eQTL) study is an approach

using gene expression data and genetic variation between individuals to calculate the

association between expression and genotypes. In the context of eQTL studies an

“expression trait” refers to the quantity of labeled (c)DNA hybridizing to a single

probe on a microarray. An eQTL is a strong association between one locus in the

genome and one expression trait. eQTLs describe the global relationships, or reg-

ulatory architecture between expression levels and genotypes in an organism [79].

Genotype is identified by specific “markers” or unique sequences of DNA that are

inherited.
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Complexity and noise in eQTL studies make it difficult to distinguish potential

regulatory relationships among the many interactions. The predominant method of

identifying eQTLs finds associations that are significant at a genome-wide level. The

vast number of statistical tests carried out on the data make false negatives very

likely. Corrections for multiple testing error render genome-wide eQTL techniques

unable to detect modest regulatory effects. Modest effects should not be overlooked

as much of the behavior of a cell may emerge from simultaneous modest effects.

We propose an alternative method to identify eQTLs that builds on the strengths

of traditional approaches. In contrast to genome-wide techniques, our method de-

termines the significance of an association between an expression trait and a locus

with respect to the set of all associations to the expression trait. The use of this spe-

cific information facilitates identification of expression traits that have an expression

profile that is characterized by a single exceptional association to a locus.

Our approach identifies expression traits that have exceptional associations re-

gardless of the genome-wide significance of those associations. This property fa-

cilitates the identification of possible false negatives for genome-wide significance.

Further, our approach has the property of prioritizing expression traits that are af-

fected by few strong associations. Expression traits identified by this method may

warrant additional study because their expression level may be affected by targeting

genes near a single locus.

We demonstrate our method by identifying eQTL hotspots in Plasmodium falci-

parum (malaria) and Saccharomyces cerevisiae (yeast). We demonstrate the prioriti-

zation of traits with few strong genetic effects through Gene Ontology (GO) analysis

of Yeast. Our results are strongly consistent with results gathered using genome-wide

methods and identify additional hotspots and eQTLs.

New eQTLs and hotspots found with this method may represent regions of the

genome or biological processes that are controlled through few relatively strong ge-
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netic interactions. These points of interest warrant experimental investigation.

3.2 Background

eQTL studies determine the associations between expression traits and loci on a

genome-wide scale, often involving millions of statistical tests [59, 19]. This process

leads to a multiple testing problem, where as the number of statistical tests increases,

more exceptionally unlikely observations are seen purely by chance. eQTL studies

are particularly susceptible to this problem, especially when larger genomes, marker

sets, or sets of individual genotypes are considered.

It is common among eQTL studies to compensate for multiple testing by using a

permutation test [23, 70]. A permutation test enables measurement of genome-wide

significance for associations in eQTL studies by simulating the null hypothesis of no

differentially expressed genes. For each iteration of the permutation test each ex-

pression trait is associated with a random genotype and the association between the

genotype and expression trait is recalculated. The maximum value for an iteration

of the permutation test is an estimate of the maximum association that is expected

purely by chance when there is no significant association between genotype and ex-

pression level. After a number of repetitions of this process the maximum value for

each repetition is used as one element in the null distribution. This distribution rep-

resents the relationship between genotype and expression level under the assumption

that there is truly no significant association between genotypes and expression traits.

The intuition behind this process is that a truly differentially expressed expression

trait will have a stronger association than even the largest associations that occur by

chance in the null distribution.

The stringent thresholds imposed by error correcting methods such as the per-

mutation test limit the ability of traditional eQTL techniques to identify moderate

genetic effects. Finding false negatives by simply lowering the threshold for signifi-
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cance would undermine the error correction so we focus our approach on measuring

significance at the individual expression trait scale. Our approach capitalizes on

the fact that false negatives are most likely to occur near the cutoff for significance

and should therefore be very significant relative to the vast majority of observations.

This information allows us to create a model distribution that we expect describes

the ’association profile’ of an expression trait with interesting genetic effects. Our

approach uses Hellinger distance to determine which traits most closely match this

model distribution. The approach builds on genome-wide techniques by measuring

the similarity between distributions of genome-wide corrected p-values and allows us

to simultaneously utilize corrections for multiple testing and detect associations that

are moderate on a genome-wide scale but significant for individual expression traits.

3.3 Results and Discussion

The foundation for this study was the work of Gonzales et al. who performed

eQTL analysis across the progeny of the Hb3 drug resistant and the Dd2 drug sen-

sitive malaria parasites 18 hours post erythrocyte invasion [59]. Expression levels

were measured using microarray analysis. The specific probes used in the microarray

analysis and the corresponding Hellinger distances are available as Additional File 1.

A permutation test was used to transform the LOD scores for each marker/expression

trait combination into genome-wide corrected p-values. False discovery rates of 24%

and 14% were reported for genome-wide significance levels of 5% and 1%, respec-

tively. Regulatory hotspots were determined by comparing the number of expression

traits mapping to each locus with a genome-wide corrected significance of 0.05 to the

simulated null distribution. Regions surpassing the 95th percentile frequency in the

null distribution were considered regulatory hotspots.
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3.3.1 Plasmodium falciparum hotspot analysis

We obtained the data used in Gonzales et al. and repeated the eQTL mapping

and calculation of hotspots [59]. We used the results as a baseline for comparison with

our Hellinger distance method. Plasmodium falciparum is a relatively understudied

organism so we prioritize identification of false negatives and report the hotspots

identified using the Hellinger distance statistic without GO analysis.

Expression traits with very significant lowest corrected p-value show a great deal of

variation in Hellinger distance in Figure 3.1. Variation in Hellinger distance decreases

as p-value increases. This trend shows that while the genome-wide and Hellinger

distance methods tend to disagree about which traits are most interesting, there is a

much higher degree of agreement about which traits are not interesting.

Figure 3.2 shows the distribution of Hellinger distances for all 7665 expression

traits. The small tail contains expression traits that closely match the model dis-

tribution. The large tail contains expression traits that have no association that

distinguishes itself significantly from the rest. We will use expression traits from

both tails of this distribution to demonstrate the significance of the priority assigned

to traits with different expression profiles.

At a 0.05 significance level, only 914 expression traits had eQTLs. We measured

the overlap between these expression traits and an equal number of expression traits

from the small tail of the distribution and then from the large tail. We found that 292

or 31.9% of the expression traits with the 914 smallest Hellinger distance statistics

also had eQTLs. We calculated the overlap for the 914 expression traits with the

largest Hellinger distances and found that there were only 30 traits (3.28%) with

eQTLs. The large difference in overlap between the traits with eQTLs and traits

in either tail of the Hellinger distance distribution demonstrates that the Hellinger

distance does provide a distinct ordering of traits. The relatively small overlap among

traits with significant Hellinger distance shows that many of the expression traits

13
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Figure 3.1. The Hellinger distance and p-value have a weak correlation,
indicating that genome-wide significance is not a major consideration in the

calculation of Hellinger distance. The r2 value for the linear regression
model on this data is 0.248. The pluses represent expression traits for which
the strongest association to a locus is on the same chromosome as the trait.

without significant eQTLs nevertheless have an exceptional association with at least

one locus.

Expression traits with 95th percentile Hellinger distance values were assigned to

hotspots at the locus with the smallest genome-wide corrected p-value. We identified

twenty-two Hellinger distance hotspots and eleven of the twelve hotspots reported

by Gonzales et al, shown in Table 3.1. The table lists hotspots on each chromosome

found using Hellinger distance (HD) and the genome-wide approach (GW) and the

proportion of cis-acting eQTLs in hotspots on the chromosome. Cis-acting eQTLs

were defined as those which are most strongly associated to markers on the chromo-

some they appear in.
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Figure 3.2. A histogram displaying the distribution of Hellinger distances
across all 7665 expression traits. The larger Hellinger distances represent
expression traits that may be regulated equally by multiple loci while the
smaller Hellinger distances correspond to expression traits which have

single or few exceptionally strong associations.

We compared the Hellinger distance hotspots in the small tail of the distribution

to the genome-wide hotspots at the marker level (Figure 3.3). The majority of the

hotspots found were consistent, verifying that hotspots found using Hellinger distance

strongly correspond to genome-wide hotspots. While the Gonzales paper did not

report marker locations of eQTL hotspots, our results indicate that nine hotspots

also match at the marker level.

We also compared Hellinger distance hotpots in the large tail of the distribution

to eQTL hotspots. These hotspots only overlap with four of the previously reported

eQTL hotspots. Hellinger distance hotspots in the large tail should contain expression

traits that have no single exceptionally strong association to a locus. Traits with
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TABLE 3.1

HOTSPOTS ON EACH CHROMOSOME FOUND USING HELLINGER

DISTANCE (HD) AND THE GENOME-WIDE APPROACH (GW).

chromosome HD cis HD eQTLs GW cis GW eQTLs

3 5 0/27 1 0/29

4 2 5/9 0 0

5 6 6/191 8 12/439

7 2 0/11 0 0

8 2 0/14 0 0

9 1 0/7 1 1/12

10 1 0/4 0 0

12 2 0/12 1 0/18

14 1 0/4 0 0

Hotspots on each chromosome found using Hellinger distance (HD) and the genome-wide
approach (GW) and the proportion of cis-acting eQTLs in hotspots on the chromosome.
Cis-acting eQTLs were defined as those which are most strongly associated to markers on
the chromosome they appear in.

multiple eQTL are expected to occur in the large tail of the Hellinger distribution.

We see this expectation fulfilled in Figure 3.4, in which there are many hotspots that

do not agree with previously identified hotspots. The few hotspots that overlap eQTL

hotspots contain few traits compared to the overlapping hotspots from the small tail.

A significant difference between our method and the genome-wide approach is

that the genome-wide approach provides multiple statistics relating to each expres-

sion trait. An expression trait may have multiple associations with genome-wide

significance but the Hellinger distance provides only one statistic that measures the
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Figure 3.3. Marker positions on the genome versus the frequency of
significant associations or eQTLs in the small tail of the distribution. The
dashed line represents the cutoff for significance. The first bar graph shows

the frequency of eQTLs by the genome-wide method while the second
shows the frequency of expression traits with small Hellinger distance.

Traits with significant Hellinger distance are assigned to the marker they
are most strongly associated with.

extent to which the smallest p-value is exceptional among the expression trait’s as-

sociations. The result is that there are less total Hellinger distance statistics than

p-values and the cutoff for significant hotspots by Hellinger distance is lower that the

cutoff for genome-wide significant hotspots. While the scale considered in the two

approaches differs, the trends are similar.

At the chromosome level, all but one of the hotspots found in the Gonzales study

were identified as hotspots in the small tail of the Hellinger distance distribution. We

found multiple additional hotspots on chromosomes 3, 10, 11, 12, and 14. Each new
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Figure 3.4. Marker positions on the genome versus the frequency of
significant associations or eQTLs in the large tail of the distribution. The
dashed line represents the cutoff for significance. The first bar graph shows

the frequency of eQTLs by the genome-wide method while the second
shows the frequency of expression traits with small Hellinger distance.

Traits with significant Hellinger distance are assigned to the marker they
are most strongly associated with.

hotspot has the interesting property of being the locus most strongly associated with

a significant number of expression traits. These may be regulatory hotspots with

significant regulatory effects that are unrecognized because of the low genome-wide

significance of the individual associations.

Our results are similar to those found in a malaria study by Huang et. al. in which

a graph theoretic approach is used as an alternative to traditional eQTL mapping

[73]. The authors use a tripartite graph to model the relationships between genes,

strains, and genotype. Their approach identifies eQTLs by finding maximal bipartite
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cliques associated with a loci to the number in random cliques. While the underlying

method is different, the general approach is the same; they consider the available data

in a novel way to identify additional hotspots. They use the Gonzales et al. data

and identified seventeen hotspots. The positions of the hotspots identified with their

new method appear largely consistent with the hotspots found using our method.

3.3.2 Yeast Gene Ontology analysis

To more thoroughly examine the significance of the new associations identified

as significant by our approach, we applied the above experiment to the well studied

organism yeast. We used expression and genotype data from Brem et. al to per-

form linkage analysis and calculation of hotspots [12]. Yeast has the advantage of

having a thoroughly annotated genome. Therefore, in addition to performing the

steps covered in our examination of Plasmodium we performed GO enrichment anal-

ysis and compared the GO terms found in expression traits with small Hellinger

distances to the terms found in expression traits with genome-wide eQTLs. We used

GO::TermFinder, an open-source GO term analysis tool introduced in Boyle et. al

[9].

Using the same eQTL mapping methods and permutation test we used for Plas-

modium falciparum, at cutoff for significance of 0.05, we identified 2719 expression

traits with significant eQTLs. We repeated the procedure used to analyze the Plas-

modium data. Again, we compared expression traits in the small tail of the distribu-

tion of all Hellinger distances to those in the large tail. As seen in the Plasmodium

falciparum analysis, more expression traits in the small tail of the Hellinger distance

distribution overlapped expression traits with eQTLs than those in the large tail.

We found that 62.15% of the expression traits in the small tail also had eQTLs while

29.82% of those in the large tail had eQTLs.

We found a similar trend for GO terms enriched in traits with significant Hellinger
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distance. We found that 43 of the 102 process GO terms found among the 2719 ex-

pression traits with the smallest Hellinger distance were not enriched in expression

traits with eQTLs. In contrast, there were a total of 8 terms enriched for the expres-

sion traits with the 2719 largest Hellinger distance statistics. We list the number of

GO term results for process, function, and component terms in Table 3.2. Columns

small tail and large tail indicate the number of total GO terms found for expression

traits in the denoted tail of the Hellinger distance distribution that are not enriched

in expression traits with eQTLs. The small tail contained 28 cis-acting eQTLs and

the large tail contained 12. Each tail contained 318 eQTLs. We expected and found

a fairly large number of new process terms enriched among the expression traits

identified with small Hellinger distance. It is interesting to note that although we

found many new process terms, we only found 5 new function and 4 new component

terms. However, because a single expression trait may be related to multiple process,

function, and component categories, it is very difficult to determine the importance

of the few additional function and component terms. Regardless, the expression

traits identified by Hellinger distance are enriched for many processes that are not

enriched within expression traits with eQTLs but are associated with many of the

same functions and components.

We identified cis and trans-acting eQTLs in both tails of the Hellinger distance

distribution. We defined cis-acting eQTLs as those which are most strongly associ-

ated to markers on the chromosome they appear in. Conversely, trans-acting eQTLs

appear on a different chromosome than the one they are most strongly associated

with. We use this definition because it is a definitive and non-arbitrary cutoff. In

the small tail there were 28 cis-acting expression traits out of 318. The large tail

contained 12 cis-acting expression traits out of the total 318 in the tail.
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TABLE 3.2

THE NUMBER OF TOTAL GO TERMS FOUND.

GO category small tail large tail

process 43 8

function 5 7

component 4 27

Columns small tail and large tail indicate the number of total GO terms found for
expression traits in the denoted tail of the Hellinger distance distribution that are not
enriched in expression traits with eQTLs. The small tail contained 28 cis-acting eQTLs
and the large tail contained 12. Each tail contained 318 eQTLs.

3.3.3 GO similarity and gene essentiality analysis

We analyzed the GO term similarity and essentiality for terms enriched in sets of

traits identified with both approaches.

GO similarity (or semantic similarity) measures the similarity of pairs of terms

by the distance between them in a tree describing the hierarchy of GO terms. The

semantic similarity of GO terms was computed by the Lin method via the GOSim

package [91, 54]. We used t-tests to compare the GO similarity of a random set of

1000 Yeast GO terms and the GO similarity for the traits with eQTL as well as the

traits with the 5% smallest Hellinger distances. The distribution of GO similarities

in both sets of expression traits were significantly different from the random set at

a significance level of 0.0001. We determined that the distributions of GO similarity

between the Hellinger distance set and the eQTL set of traits were significantly

different from each other (p = 2.2e-16) with a two-sample Kolmogorov-Smirnov test.

We used the same test between the set of traits with eQTLs and large Hellinger

distance and the set of traits with the 5% smallest Hellinger distance but without
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eQTLs and found that they were significantly different at a p-value of 1.059e-13.

Gene essentiality refers to the necessity of a gene for the survival of the organism

[153]. We used a hypergeometric test to determine that the traits with eQTLs but

without significant Hellinger distance had a marginal enrichment of essential genes

with a p-value of 0.0113. Traits with small Hellinger distance but without eQTLs

were more strongly enriched for essential genes at p = 0.0002.

3.4 Conclusions

We have demonstrated a novel approach to interpretation of eQTL data that

builds on traditional approaches to identify possible false negatives and new points

of interest for researchers. Our approach provides a statistic that describes the ex-

tent to which the distribution of associations connecting an expression trait to every

loci matches the distribution we expect for expression traits with significant genetic

effects. Expression traits identified through this method have associations which are

exceptional within the scope of all associations to that expression trait. These associ-

ations may not be statistically significant at the genome-wide level but an exceptional

association is very likely to indicate an interesting regulatory relationship regardless

of the p-value.

Our approach addresses two potential sources of error in conventional genome-

wide association studies. Expression traits that are not typically identified in eQTL

studies may still have some associations that are exceptional among that expression

trait’s associations. Such a case may represent a false negative because, while an

association may not be statistically significant in a genome-wide scope, its exceptional

strength in the context of a single expression trait may indicate an interesting and

overlooked regulatory effect. These expression traits may be identified by inspecting

those with associations near the cutoff for genome-wide significance that also have a

significant Hellinger distance.
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A second potential source of error in eQTL studies comes from expression traits

that are associated strongly with multiple loci. Due to the chaotic nature of recom-

bination and uncertainty in linkage analysis, it is often the case that an expression

trait is found to be strongly associated with multiple adjacent loci. Our approach

minimizes the impact of this uncertainty by providing a single statistic per expression

trait.

We have demonstrated a strong agreement between our method and traditional

genome-wide techniques for hotspot and GO analysis. Even more interesting are

the points of disagreement between the two methods. New hotspots and GO terms

found with this method may represent regions of the genome or processes which are

controlled through few relatively strong genetic interactions. These points of interest

warrant experimental investigation.

3.5 Methods

We use the Hellinger distance statistic to measure the similarity between a model

distribution and the distribution of associations linking an expression trait to each

locus.

Hellinger distance is a nonparametric statistical test for distributional divergence

[25]. It carries the following properties: dH(P, Q) is in [0,
√
2]. Hellinger distance

is symmetric and non-negative, implying that dH(P,Q) = dH(Q,P). Finally, squared

Hellinger distance is the lower bound of KL divergence. Hellinger distance essentially

compares the shape but not the scale of the magnitude of the two distributions.

This is achieved by first splitting each distribution into an equal number of bins.

This step is essentially building a histogram of each distribution. Each bin contains

some proportion of the total values in one distribution. The next step compares the

proportion held in each bin to the proportion held in the corresponding bin in the

other distribution. This proportional comparison is how Hellinger distance measures
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divergence without regard to scale. A more precise definition follows:

HD =

√

√

√

√

b
∑

a

(
√

Pa/|P | −
√

Qa/|Q|)2 (3.1)

Where Pa and Qa are the counts for corresponding bins for the two distributions and

|P | and |Q| indicate the total number of values in the distributions.

eQTL mapping calculates the association between each expression trait and each

locus. The result is a set or distribution of associations for each expression trait. The

permutation test provides a genome-wide corrected p-value for each association. Our

method is based on calculating the Hellinger distance between each expression trait’s

p-value distribution and a reference distribution. As Hellinger distance does not make

any assumptions about the shape or scale of the distributions being compared any

reference distribution can be used while preserving the meaning of the statistic.

However, the fact that false negatives are more likely to occur near the cutoff for

significance allows us to tailor the reference distribution to reflect our expectation for

false negatives. Associations near the cutoff for significance, while not statistically

significant, are still a great deal more significant than the vast majority of the as-

sociations. Therefore we expect there to be a large, relatively empty range between

the strongest association and the majority of the associations. We use the reference

distribution of values defined by y = x3 over the integers from 1 to the number of loci

to model this expectation. This reference distribution provides a balance between

linear ordination and ease of interpretation. It allows the Hellinger distance statistic

to be interpreted as evidence that a trait is controlled by a single locus or few loci.

We calculated the Hellinger distance using numbers of bins ranging from 10 to

100 in intervals of 10. Over that interval there are between 30 and 3 observations in

each bin for the Plasmodium data. As the bin number approaches either extreme of

the interval the hellinger distance becomes less able to reliably distinguish differences
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between distributions. This occurs because either too many or too few observations

fall in each bin. The number of bins used did not make a significant difference to the

results. We use thirty bins to provide an empirically acceptable binning granularity.

The bin width is calculated as:

binwidth = (max(distribution) −min(distribution))/30 (3.2)

The bin-width for each distribution is calculated separately.

This approach to determining the number of bins must be repeated for each

additional data set. A potential alternative and more general method of determining

the number of bins would be to use a kernel density bandwidth optimization technique

[144].

The large difference between exceptional p-values and typical p-values causes the

bulk of the values in the distribution to appear in the smaller bins in the histogram.

The effect is that a greater difference between the most significant association and

the bulk of the associations results in a lower Hellinger distance. The degree to which

the strongest association in the distribution is exceptional is the primary factor in

the shape of the distribution and therefore the Hellinger distance. In other words,

the Hellinger distance statistic describes the extent to which an expression trait’s

most significant association is exceptional among all of its associations. Our choice

of reference distribution reflects the expectation that the highest frequency occurs in

the smallest bins and tapers off towards the largest association. Because we chose a

reference distribution that we expect describes an expression trait that is controlled

primarily at a single locus, the Hellinger distance measures the importance of that

locus to the trait’s expression.

One key difference between the genome-wide approach and our Hellinger distance

based approach is that they measure significance on different scales. The genome-
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wide approach, in combination with a permutation test, provides statistics measuring

the significance of each trait/locus association with respect to all associations between

expression traits and loci. Our approach differs in that, for each expression trait, the

Hellinger distance approach measures significance with respect to all the associations

between a single trait and every locus. The result is that the genome-wide approach

provides a statistic for each individual trait/marker association while the Hellinger

distance provides a single statistic per expression trait. However, in the interpreta-

tion of Hellinger distance statistics it is important to consider that the calculation

is based on distributions of genome-wide corrected p-values. Though Hellinger dis-

tances measure significance at an expression trait level, the elements of the underlying

distribution are already corrected for multiple testing error at a genome-wide level.
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CHAPTER 4

ENSEMBLE SIMILARITY MEASURES FOR CLUSTERING

In the previous chapter we proposed an approach to measuring relationships be-

tween genotype and phenotype that drew on domain knowledge of what constitutes

interesting genotype-phenotype relationships. This is an informative approach in

cases where domain knowledge is well established enough to determine an appro-

priate measure for “interestingness.” However, it is more common that we lack the

information necessary to choose a single informative measure. This is often the case

in more exploratory and unsupervised approaches, where the objective of the study

is not well defined. Even in cases where the objective is to discover a specific type of

relationship in the data, there is often no clear choice for a single measure to identify

it. This is a fundamental concern in networks and clustering algorithms, as each

algorithm relies on the underlying similarity measure.

In this chapter we introduce the second argument of our thesis. Network ap-

proaches to data mining stand to benefit a great deal from the use of not only het-

erogeneous data, but —we emphasize— multiple distance measures. In this Chapter

we describe an ensemble approach that uses expression data and expert curated gene

interaction data to learn a combination of diverse similarity measures that produces

more biologically meaningful clustering results across a wide variety of clustering

algorithms.
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4.1 Introduction

A primary goal of systems biology is to uncover the mechanisms underlying the

behavior of a cell. Relationships between genes encode most of this information and

are often discovered and represented as pathways that lead to essential products.

Understanding these relationships is a very challenging problem as even the simplest

organisms contain a multitude of genes that interact in complex combinations to deal

with environmental conditions. An additional complicating factor is that current

high-throughput technology used to measure the activity level of genes is notoriously

noisy [29]. As there are very few well understood genetic interactions, clustering is a

common first step to understanding this data [65, 30, 42].

We present an approach to clustering that utilizes known gene-gene interaction

data to improve results for already commonly used clustering techniques. The ap-

proach creates an ensemble similarity measure that can be used as input to any

clustering technique and provides results with increased biological significance while

not imposing any constraints on the clustering method. We posit that an intelligent

combination of multiple statistics can describe the extent to which two genes are sim-

ilar more precisely than any single statistic. Our approach uses supervised learning

to build an ensemble statistic from any number of descriptive statistics.

We focus on clustering microarray data. Microarrays enable simultaneous high-

throughput measurement of the expression level of genes. Our approach leverages the

expression data of genes that are known to interact to obtain additional information

about relationships between less well understood genes. In contrast to the typical

clustering approach, in which a single clustering algorithm uses a single similarity

measure, this method has the potential to recognize any relationship that can be

described by a statistic.

We apply our approach to the model organisms Saccharomyces cerevisiae (yeast)

and Escherichia coli. Both are ideal organisms to consider given the availability of
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annotation and experimentally derived gene interaction data [22, 82].

4.1.1 Overview

Two general observations about data mining guide our approach. First, noisy data

complicates identification of interesting patterns. We approach this problem by using

experimentally derived gene interaction data and the random subspaces method.

Second, even uninformed ensemble models tend to outperform more straightforward

approaches [17]. This principle supports our assessment that even weakly descriptive

statistics contain information that is missed by stronger predictors

The approach can be described roughly in four steps.

• Calculate descriptive statistics on the microarray data for each gene pair.

• Train C4.5 decision trees on random subspaces of the features using experimen-
tally derived positive and negative interacting gene classes [118].

• Calculate a measure of feature importance based on the structure of the trees
in our model.

• Weight each statistic by its feature importance and create ensemble similarity
measures.

• Cluster the ensemble data.

First we calculate descriptive statistics on the microarray data for each gene pair.

Each statistic describes a different type of relationship between a pair of genes. In

order to demonstrate the success of our approach we use a set of statistics that, with

the exception of correlation, we believe will result in poor clustering results. Sec-

ond we train C4.5 trees on random subspaces of the features using experimentally

derived positive and negative interacting gene classes from gold standard data sets.

The random subspaces approach builds classifiers using subsets of the available statis-

tics. The use of random subspaces allows the classifiers to investigate how different

combinations of statistics work together to predict gene interactions. Some statis-

tics may act in combination to improve classification whereas others may interfere
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with classification or obscure the positive effects of less reliable predictor variables.

We overcome this issue by evaluating our approach across all possible subspace sizes.

Next we calculate a measure of feature importance based on the structure of the trees

in our model. C4.5 trees were chosen because of the conceptual ease of determining

feature importance as a function of tree structure. We use the feature importance

to weight the individual statistics and combine them into an ensemble statistic. The

use of feature importance as a weighting mechanism in combination with the random

subspaces method has the effect of increasing the weight of statistics that were good

predictors of gene interactions. Finally, we cluster the ensemble data. Figure 4.1

depicts the full experimental design. The individual steps are explained in detail in

the methods section.

4.2 Data

4.2.1 Gene Expression Data

We considered yeast expression data from a line cross experiment composed of a

131 strains and 5979 probes [12]. Genetic line cross experiments have great potential

to elucidate the causative agents of drug resistance and can shed light on the intricate

relationships between genes and ultimately targets for drug design [79]. We also

considered expression data from an E. coli experiment studying the effect of oxygen

deprivation [27].

4.2.2 Positive and Negative Gold Standards

Positive and negative gold standard sets of gene interaction data for yeast were

obtained from a manually curated set of GO terms, which was balanced in terms of

functional classes of genes [104]. Interacting genes were selected by voting results

from a team of six expert biologists. Gene pairs were said to be interacting if each
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Figure 4.1: Overview of the approach. The method begins by computation of pairwise
distance statistics. We calculated seven statistics (S1 to S7) between each interacting
gene pair (e.g G1G2) in both the positive and negative gold standards data set. Many
gene pairs have a class label C that can either be positive or negative as defined in
the gold standards data set. C4.5 was then used to estimate feature importance (F1
to F7) as the sum of information again across all splits of a given feature.

gene shared a GO term specific enough to imply functional association. Positive

and negative sets consist of pairs of genes that have been confirmed or refuted as

interacting through laboratory experiments rather than computational approaches.

Six expert biologists voted on whether each of a large set of GO terms should be

considered interacting. Terms with many votes were considered interacting while

terms with one or less vote were considered non-interacting. The use of this data

allowed us to create an ensemble statistic while minimizing functional bias due to an

unbalanced hierarchy of GO terms.

Interacting E. coli genes were derived from gene pathway data. Pathway data
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were gathered from the Ecocyc database [82]. Ecocyc is a comprehensive database

of the current knowledge about E. coli. Genes that occur in the same pathway were

considered interacting. Negative interactions were simulated by randomly selecting

pairs of genes that did not share a pathway.

4.3 Methods

4.3.1 Similarity measures

Our approach is flexible in that the number of statistics that can be combined

into an ensemble is only limited by the computational burden in the classification

step. Individual statistics are weighted by the amount they contribute to predicting

interactions. This approach reduces the effects of statistics that do not contribute to

the identification of interacting gene pairs. We demonstrate this property by using a

collection of statistics, most of which we do not expect to discriminate well between

interacting and non-interacting genes. These weakly predictive statistics may have

regions in which they are locally good predictors or they may be good predictors in

combination with other statistics. Our approach is designed to take advantage of

these effects.
We calculated seven similarity measures on the expression data for each gene pair,

shown in Table 4.1.

4.3.2 Classification

Each statistic describes a different relationship in the data. Our goal is to combine

the strengths of all the statistics into a single ensemble. We do this by leveraging

patterns in the expression of gene pairs that are known to be interacting.

The greatest challenge in evaluating the usefulness of each statistic is that they can

interact in complex ways. A classifier built on a pair of statistics may have additional

predictive power over a single statistic classifier. However, a different pair of statistics
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TABLE 4.1

FEATURES USED FOR SUPERVISED LEARNING.

Feature description

City block distance Distance along a grid

Correlation The extent to which two variables are linearly related

Cosine similarity The cosine of the angle between two vectors

Covariance Amount a pair of variables change together

Hellinger distance The similarity in shape of marginal distributions

Kolmogorov-smirnov Similarity in shape and magnitude of two distributions

Mutual information Mutual dependence of two variables

may be less useful if they both contain similar information or are poor predictors. An

additional challenge is that statistics can be locally strong predictors. Locally strong

predictors may be overshadowed by generally better predictors. This is a loss because

each statistic, even a generally poor predictor, contains some information about a

relationship in the data. Our approach seeks to weight statistics in proportion to

their overall usefulness in identifying interacting genes.

We trained classifiers on random subsets of similarity measures. Using a single

random subset of two similarity measures, we might train a classifier on only correla-

tion and mutual information data. This approach is known as the random subspaces

method [72]. It allows us to investigate the effects of various combinations of similar-

ity measures on prediction of gene interaction. We used C4.5 decision tree classifiers

on random subspaces of similarity measures. The C4.5 algorithm splits data into sub-

sets by an information gain criterion [118]. Because of this, a similarity measure that

is a locally good predictor of interactions may not be split on in a C4.5 tree that has

access to similarity measures with more predictive power. Random subspaces allow
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even poor predictors to be built into a tree. This allows our approach to recognize

similarity measures that are good predictors of specific small subsets of interactions

even when they are poor predictors in general.

The original yeast interaction data contained a large imbalance towards non-

interacting gene pairs. In order to create classifiers with an emphasis on identifying

positive interactions, we took a random samples composed of equal numbers of posi-

tive and negative interactions for the training set. The E. coli data was also balanced

in terms of positive and negative interactions.

4.3.3 Feature importance

We calculated feature importance as the sum of information gain across all splits

in decision trees for each similarity measure. We believe that this is an informative

metric because information gain depends on the amount of data split as well as the

usefulness of the split for prediction. Splits further down the tree typically affect

less data and have lower information gain. This trend agrees with the intuition that

splits lower in the tree are less important to overall tree structure.

The feature importance was measured as the mean of the feature importance

for each similarity measure from all classifiers. Because the classifiers were used

exclusively to derive feature importance, to validation was necessary. Finally, we

transformed each feature importance measure into the proportion of total feature

importance across all similarity measures. Table 4.2 contains the similarity measures

used in classifiers and the scaled feature importance for both data sets. The statis-

tic with the largest feature importance for the yeast data set is correlation closely

followed by covariance. In contrast, mutual information had the largest feature im-

portance by far in the E. coli data set.
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TABLE 4.2

SIMILARITY MEASURES USED FOR SUPERVISED LEARNING AND

THE FEATURE IMPORTANCE ASSIGNED TO THEM.

Similarity measure Yeast feature importance E. coli feature
importance

City block 0.1850 0.1386

Correlation 0.2089 0.1001

Cosine 0.1744 0.1931

Covariance 0.2021 0.1060

Hellinger Distance 0.1073 0.1053

Kolmogorov-smirnov 0.0592 0.0208

Mutual information 0.0627 0.3357

4.3.4 Ensemble similarity measure

We used three approaches to build ensemble similarity measures. All component

similarity measures were range standardized such that all elements fell between zero

and one. Each similarity measure was weighted by multiplying all values in the sim-

ilarity matrix with the corresponding feature importance. A weighted sum ensemble

was created by computing the sum of each corresponding element from all similar-

ity measure matrices. Similarly, weighted min and max ensembles were created by

taking the min and max respectively for each element of the matrix.

4.3.5 Clustering Algorithms

Hierarchical clustering, k-means clustering, and the Walktrap clustering algorithm

were applied to the ensemble similarity measures.
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The k-means clustering algorithm attempts to identify the best fit clusters by

minimizing the within cluster sum of squared distance from cluster centers [67]. Given

unlimited iterations, the k-means algorithm attempts to optimize globally on its

clustering criterion and tends to result in clusters with spherical shape and size. We

used k-means clustering with five random restarts and a voting process for cluster

membership to reduce the possibility of the algorithm converging to locally optimized

clusters.

We report results for two agglomerative hierarchical clustering criterion: UPGMA

and Ward’s method. UPGMA groups clusters by the mean distance between elements

of each cluster [132]. This results in a tendency to group clusters with small variance.

Ward’s method groups clusters explicitly with regard to cluster variance by joining

two clusters based on the minimum increase in variance when two groups are merged

[152]. This approach tends to result in equal sized spherical clusters. In contrast

to K-means clustering, Ward’s method and UPGMA both optimize locally on their

clustering criterion [46].

The walktrap algorithm is designed to capture community structure by simulating

random walks in networks [114]. Walktrap creates a similarity measure based on the

probability that random walks from each node end at each other node. Communities

are merged using Ward’s method.

We tested our method with two additional hierarchical clustering criterion, in-

cluding single linkage and median linkage. We found that Single linkage and median

linkage produced very poor clustering results. Our findings with respect to Single

linkage agree with results reported in [56]. Additionally, we found that Markov Clus-

tering produced results similar to single and median linkage. We focus here on the

results that best demonstrate the differences between clustering with a single simi-

larity measure and clustering with an ensemble statistic.
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4.3.6 Cluster validation

There are two general approaches to validation of microarray cluster results: val-

idation based on internal measures and validation based on additional biological

knowledge. [104, 64] We use both approaches, using the F-measure to evaluate in-

teractions present in clusters and the Biological Homogeneity Index to measure the

validity of cluster results.

The F-measure is a measure of accuracy based on the trade-off between precision,

the proportion of gene pairs in a cluster that are known positive interactions (Equa-

tion 8.5), and recall, the proportion of the known interactions that are in the cluster

(Equation 8.6). The F-measure is defined in Equation 4.3.

precision = tp/(tp+ fp) (4.1)

recall = tp/(tp + fn) (4.2)

F −measure =
precision ∗ recall

(precision+ recall)
(4.3)

The Biological Homogeneity Index (BHI) measures cluster validity based on the

proportion of genes in each cluster that share at least one GO annotation [31]. Each

pair of annotated genes x and y in cluster D that share at least one GO term

(C(x)=C(y)) in Equation 4.4 increases the proportion of total genes with shared

terms.

1

k

k
∑

j=1

1

nj(nj − 1)

∑

x 6=yεD

I(C(x) = C(y)) (4.4)

Where k is the number of clusters.
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4.3.7 Statistical comparison of results

We utilized the Wilcoxon signed-rank test to compare pairs of cluster results. A

signed-rank test is a non-parametric analog of a t-test. It compares the difference

between tied pairs of items by ranking the differences into positive and negative sets

of ranks. [37]

W+ =
∑

di>0

rank(di) + 1/2
∑

di=0

rank(di) (4.5)

W− =
∑

di<0

rank(di) + 1/2
∑

di=0

rank(di) (4.6)

Where di is the distance between tied pair i. The smaller of the two values, T , is

given a z-score as follows:

z =
T − 1

4
N(N + 1)

√

1
24
N(N + 1)(2N + 1)

(4.7)

Where N is the number of observations.

We used the Friedman test to rank the performance of ensembles across different

clustering algorithms. The Friedman test is a non-parametric equivalent of ANOVA.

In contrast to ANOVA, the Friedman test does not make the assumption that the

sample means being tested have related means or that the underlying variables have

equal variance. Instead, the Friedman test assumes that the data come from popula-

tions with the same continuous distributions and that all observations are mutually

independent. These assumptions are desirable for our data because clustering results

from separate algorithms may be extremely variable.

The Friedman test compares multiple treatments across multiple data sets under

the hypothesis that all treatments are equivalent and should have the same rank. The

test compares the mean rank of all combinations of sample i (ofN total data sets) and

algorithm j (of k total algorithms) by first calculating the mean performance of each
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algorithm across samples in Equation 4.3.7 then comparing the mean performance of

algorithms in in Equation 4.3.7.

Rj =
1

N

∑

i

rji (4.8)

Where Rj is the rank of algorithm j.

χF =
12N

k(k + 1)
[
∑

j

R2
j −

k(k + 1)2

4
] (4.9)

4.4 Results

In previous work we trained 50 C4.5 trees on random subspaces of every size,

from subspaces using single similarity measures to subspaces using every similarity

measure [120]. Observations made during that analysis lead us to extend the approach

to take all random subspace sizes into account simultaneously. Therefore we trained

classifiers on 100 random subspaces of random sizes, utilizing anywhere from a single

feature to all features. A set of ensemble similarity measures was created for each

data set. In the following sections we compare the effects of using these ensembles as

the basis of clustering to the effect of using the correlation alone.

4.4.1 Yeast interaction based validation

We performed Friedman’s tests to determine if any of the ensembles significantly

affected the cluster results. Table4.3 shows the Friedman’s test results comparing the

effect of different similarity measures on each clustering algorithm. The table shows

that there are significant differences in results depending on the similarity measure

used for all algorithms except k-means.
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TABLE 4.3

FRIEDMAN’S TEST RESULTS COMPARING THE EFFECT OF

SIMILARITY MEASURES ON EACH CLUSTERING ALGORITHM.

Algorithm p-value

UPGMA 1.38e-06

Ward 0.00129

K-means 0.07717

Walktrap 0.00825

Each p-value represents a comparison of clustering results gathered using each ensemble
and correlation with the algorithm named in the row. P-values significant at α = 0.05
appear in bold.

We used signed rank tests to determine which ensembles have the greatest ef-

fect on the clustering results in Table 4.4. We tested the hypothesis that the me-

dian F-measure of ensemble-based results is greater than the median F-measure of

correlation-based results. The min ensemble is the only similarity measure with a sta-

tistically significant effect on cluster results at α = 0.05. We also tested the opposite

hypothesis, that the median F-measure of correlation-based results is greater than

the corresponding ensemble-based results, and found no significant effects. In abso-

lute terms, the best BHI results were achieved by the min ensemble in combination

with either the Walktrap algorithm or UPGMA.

Figure 4.2 shows the F-measure versus the number of clusters for all similarity

measures and all clustering algorithms. As indicated by Table 4.4, the min ensem-

ble performs very well in combination with UPGMA and Walktrap. Regardless of

clustering algorithm, all ensembles appear to always do at least as well as correlation

alone and noticeably better in UPGMA and Walktrap results.
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TABLE 4.4

SIGNED RANK TEST RESULTS TESTING THE HYPOTHESIS THAT

THE MEDIAN F-MEASURE OF ENSEMBLE-BASED RESULTS IS

GREATER THAN THE MEDIAN F-MEASURE OF

CORRELATION-BASED RESULTS.

Algorithm

Ensemble UPGMA Ward K-means Walktrap

min 0.0177 0.5147 0.4267 0.0057

max 0.3696 0.5147 0.5147 0.4267

sum 0.1965 0.3152 0.4852 0.4267

For each clustering algorithm and ensemble, the vector of F-measures corresponding to the
number of clusters were compared to the corresponding set of F-measures from correlation-
based clustering results. P-values less than 0.05 appear in bold.

4.4.2 Yeast BHI validation

We took the same approach to validation with the BHI. Friedman’s test results

in Table 4.5 showed that there are significant differences (α = 0.001) between cluster

results for Ward’s method, and Walktrap depending on which similarity measure is

used.

We further investigated the inconsistencies by performing signed rank tests com-

paring the clustering results given by one clustering algorithm and each ensemble

to the same clustering algorithm and correlation. Table 4.6 shows that ensemble-

based results were always significantly better than correlation-based results with the

exception of Ward’s method and the combination of UPGMA and the min ensem-

ble. Correlation and Ward’s method was significantly better than all ensembles at
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Figure 4.2: F-measure versus number of clusters.

α = 0.0001. The best BHI was observed for the Walktrap algorithm with the min

ensemble. It was marginally greater than the second best combination, the sum

ensemble and UPGMA with a p-value of 0.0525.

Figure 4.3 shows the BHI across numbers of clusters produced. The figure further

supports the signed rank test results. The BHI appears much more erratic in UPGMA

results than in any other algorithm. Most of the variation in all algorithms appears

to occur in the smaller numbers of clusters and level off as the number increases.

Comparing Figure 4.2 and Figure 4.3 we see that both the min and sum en-

sembles provide the best clustering results overall and provide the best clustering
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TABLE 4.5

FRIEDMAN’S TEST RESULTS COMPARING THE EFFECT OF

SIMILARITY MEASURES ON EACH CLUSTERING ALGORITHM.

Algorithm p-value

UPGMA 0.0771

Ward 0.0001

K-means 1.32e-5

Walktrap 0.0001

Each p-value represents a comparison of clustering results gathered using each ensemble
and correlation with the algorithm named in the row. P-values significant at α = 0.05
appear in bold.

results according to both annotation-based and interaction-based validation methods

in UPGMA and Walktrap clusters.

Viable clusters are those that contained enough genes with GO terms and inter-

actions for analysis. With the exception of UPGMA and Walktrap, all clustering

experiments resulted in precisely the number of desired viable clusters. Table 4.7

shows the number of viable clusters produced by UPGMA and walktrap with all

similarity measures across all numbers of clusters. Clustering experiments that re-

sulted in few viable clusters may be finding interesting clusters of genes that simply do

not have the necessary annotation or studied interaction data for validation. Results

with very small numbers of viable clusters should be considered suspect because of

the lack of validation data. In such cases, validation measures may appear artificially

high because all known data about genes occurs in the same few clusters. In this

light, the combination of min ensemble and UPGMA should be considered suspect

as well as the combination of correlation and Walktrap. However, the results from
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TABLE 4.6

SIGNED RANK TEST RESULTS TESTING THE HYPOTHESIS THAT

THE MEDIAN BHI OF ENSEMBLE-BASED RESULTS IS GREATER

THAN THE MEDIAN BHI OF CORRELATION-BASED RESULTS.

Algorithm

Ensemble UPGMA Ward K-means Walktrap

min 0.1237 1 5.41e-6 5.41e-6

max 0.0376 1 5.41e-6 0.0002

sum 0.0177 1 5.41e-6 0.0007

For each clustering algorithm and ensemble the vector of BHIs corresponding to the number
of clusters were compared to the corresponding set of BHI from correlation-based clustering
results. P-values less than 0.05 appear in bold.

combination of the min ensemble and Walktrap are still greater than all other results

except for the min ensemble and UPGMA.

4.4.3 E. coli interaction based validation

Friedman’s test results comparing the effect of different similarity measures on

each clustering algorithm showed significant (α = 0.001) differences in results de-

pending on the similarity measure used for all algorithms.

We tested the hypothesis that the median F-measure of ensemble-based results is

greater than the median F-measure of correlation-based results in Table 4.8. The max

and sum ensembles performed significantly better for UPGMA than correlation at

α = 0.05. All ensembles appear to not quite significantly outperform correlation for

Walktrap clustering. Tests on the opposite hypothesis, that the median F-measure

of correlation-based results is greater than the corresponding ensemble-based results,
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Figure 4.3: BHI versus number of clusters.

found no significant effects.

Figure 4.4 shows the F-measure versus the number of clusters for all similarity

measures and all clustering algorithms. The max ensemble does not appear in the

UPGMA figure because it is nearly ten times better than the next best results. A

large part of UPGMA’s success is due to the tendency to produce a single large

cluster containing the vast majority of observations. As a result, the number of

viable clusters (those containing known interactions and at least two genes) was less

than the number produced with other algorithms. As indicated by Table 4.8, the min,

max, and sum ensembles perform very well in combination with both UPGMA and
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Walktrap. The max and sum ensembles also performed well compared to correlation

with Walktrap clustering.
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Figure 4.4: F-measure versus number of clusters.

4.4.4 E. coli GO annotation based validation

Friedman’s test results for the BHI were similar to the F-measure results in that

the effect of different similarity measures on each clustering algorithm showed signifi-
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cant differences in results depending on the similarity measure used for all algorithms

at α = 0.01.

Table 4.9 shows results for tests of the hypothesis that the median BHI of ensemble-

based results is greater than the median BHI of correlation-based results. All ensem-

bles significantly outperformed correlation in UPGMA results at α = 0.001. The

sum ensemble with Ward’s method significantly outperformed correlation and all

other ensembles. The min ensemble with the K-means algorithm significantly out-

performed correlation and all other ensembles. The best overall BHI was a result of

the min ensemble and Walktrap. Signed rank tests of the hypothesis that the median

BHI of ensemble-based results is less than the median BHI of correlation-based re-

sults showed that all other ensembles performed significantly worse (α = 0.05) than

correlation except Ward’s method with the min ensemble.

Figure 4.5 shows the BHI versus the number of clusters for all similarity measures

and all clustering algorithms. As indicated by Table 4.9, the min, max, and sum

ensembles perform very well in combination with UPGMA.

Table 4.10 shows the number of viable clusters produced by UPGMA and walktrap

with all similarity measures across all numbers of clusters. In UPGMA results the

max ensemble produced a single viable cluster. Therefore the overwhelmingly positive

F-measure results for this combination should be considered highly suspect. Walktrap

and the sum and max ensembles produced only single viable clusters for most numbers

of desired clusters. This data explains why their results according to both validation

methods are the same. Regardless of these considerations, clustering with ensemble

similarity measures outperform clustering with correlation in all cases.
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Figure 4.5: BHI versus number of clusters.

4.4.5 Comparing validation measures across organisms

Overall, the interaction-based validation in Figures 4.2 and 4.3 show similar

trends. In both figures the F-measure decreases as the number of clusters increases,

indicating that the precision and recall grow more unbalanced. In both organisms

ensembles perform significantly better than correlation in UPGMA and Walktrap

results. The best F-measure in each organism was achieved by using an ensemble

similarity measure.

The annotation-based validation in Figures 4.4 and 4.5 was similarly uniform

across organisms. BHI results for Yeast and E. coli agree about the success of en-
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sembles in UPGMA clustering results and the min ensemble in K-means clustering

results. They also agree about the poor performance of ensembles in Ward’s method.

The best BHI was achieved with Walktrap in both organisms.

4.5 Discussion

We have presented strong evidence that an ensemble can out-perform correlation

across different clustering algorithms already in use for analysis of microarray data.

Furthermore, we have shown that our ensemble approach consistently produces bet-

ter clustering results than correlation alone across organisms and validation types.

An important observation to come out of this study is that the most commonly

used clustering algorithms in microarray analysis were consistently outperformed by

Walktrap. Although UPGMA and K-means clustering are the most commonly used

algorithms for exploratory analysis of microarray data, we found that the absolute

best results with either validation approach and across organisms were most often

achieved by use of the Walktrap algorithm.

The few apparent discrepancies between the interaction based validation results

and the GO similarity validation results may be attributed to the underlying differ-

ences in what is measured by the two approaches. The interaction based validation

considered only gene pairs which shared a GO term in the case of Yeast or a shared

pathway in the case of E. coli. The GO similarity validation on the other hand used

all available GO terms and measured the distance between all pairs on the GO hi-

erarchy. Not only did the GO similarity method have more data available but it

considered less specific relationships. The GO analysis of E. coli was particularly

affected by a lack of annotation as there were only slightly more annotated gene

products than there were genes. In light of the differences between the results, the

combinations of clustering algorithm and similarity measure that performed well by

both measures are particularly interesting. Poor agreement between gold standards
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and validation methods is a pervasive problem in biological validation but it should

not imply that the approaches are unreliable [104]. Although each gold standard or

validation method has its own bias it can still be informative.

The importance of the data set used in this procedure cannot be overstated. We

attempted the same experiment with Biogrid Yeast and E. coli interaction data [135]

with less definitive but still encouraging results. The clustering results using ensem-

bles built on the Biogrid interaction set tended to be statistically indistinguishable

from clustering results using correlation alone. Although the Biogrid database con-

tains a larger collection of curated interaction data, we feel that the data sets we

used were important contributing factors to the success of this approach.

4.6 Conclusions

We have described a method that provides a number of advantages over typical

approaches to gene clustering: i) it intelligently weights similarity measures by their

predictive power, allowing a number of statistics to be utilized regardless of their

individual usefulness. ii) The method employs prior biological knowledge in the

form of known gene to gene interactions represented by positive and negative gold

standards and integrates this into the similarity measure. iii) It complements and

improves upon existing common and successful methods of analyzing high-throughput

biological data. iv) Because it creates an ensemble similarity measure rather than

altering a clustering approach, it could be used with clustering methods beyond those

discussed here.
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TABLE 4.7

THE NUMBER OF VIABLE CLUSTERS FOR CLUSTERING

EXPERIMENTS USING UPGMA AND WALKTRAP AND ALL

ENSEMBLE SIMILARITY MEASURES AND CORRELATION IN THE

YEAST DATA SET.

UPGMA Walktrap

Number of clusters cor min max sum cor min max sum

10 6 1 2 2 1 6 10 10

20 14 1 9 6 1 13 20 20

30 21 2 18 9 1 13 30 30

40 31 3 28 12 1 18 40 40

50 39 3 37 14 1 21 50 50

60 49 5 47 19 1 28 60 60

70 59 8 57 20 1 29 70 70

80 69 8 66 20 2 33 80 80

90 79 11 76 22 1 34 90 90

100 89 15 86 29 1 38 100 100

Viable clusters are those that contained enough genes with GO terms and interactions for
analysis. All clusters produced by Ward’s method and K-means clustering were viable.
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TABLE 4.8

SIGNED RANK TEST RESULTS TESTING THE HYPOTHESIS THAT

THE MEDIAN F-MEASURE OF ENSEMBLE-BASED RESULTS IS

GREATER THAN THE MEDIAN F-MEASURE OF

CORRELATION-BASED RESULTS.

Algorithm

Ensemble UPGMA Ward K-means Walktrap

min 0.6303 0.4267 0.3979 0.0827

max 5.41e-6 0.1763 0.0525 0.0715

sum 0.0262 0.3696 0.3696 0.0715

For each clustering algorithm and ensemble the vector of F-measures corresponding to the
number of clusters were compared to the corresponding set of F-measures from correlation-
based clustering results. P-values less than 0.05 appear in bold.
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TABLE 4.9

SIGNED RANK TEST RESULTS TESTING THE HYPOTHESIS THAT

THE MEDIAN BHI OF ENSEMBLE-BASED RESULTS IS GREATER

THAN THE MEDIAN BHI OF CORRELATION-BASED RESULTS.

Algorithm

Ensemble UPGMA Ward K-means Walktrap

min 0.0007 0.3979 5.41e-6 1.08e-05

max 0.0005 0.9855 1 0.9384

sum 5.41e-06 5.41e-06 0.9999 0.9384

For each clustering algorithm and ensemble the vector of BHIs corresponding to the number
of clusters were compared to the corresponding set of BHIs from correlation-based clustering
results. P-values less than 0.001 appear in bold.
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TABLE 4.10

THE NUMBER OF VIABLE CLUSTERS FOR CLUSTERING

EXPERIMENTS USING UPGMA AND WALKTRAP AND ALL

ENSEMBLE SIMILARITY MEASURES AND CORRELATION IN THE

E. COLI DATA SET.

UPGMA Walktrap

Number of clusters cor min max sum cor min max sum

10 1 7 1 2 10 7 2 2

20 1 17 1 8 20 16 2 2

30 2 27 1 11 30 26 1 1

40 5 37 1 12 40 35 1 1

50 7 47 1 16 50 41 1 1

60 8 57 1 17 60 48 1 1

70 10 67 1 17 70 55 1 1

80 13 77 1 20 80 63 1 1

90 13 87 1 25 90 70 1 1

100 16 97 1 27 100 78 1 1

Viable clusters are those that contained enough genes with GO terms and interactions for
analysis. All clusters produced by Ward’s method and K-means clustering were viable.
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CHAPTER 5

ENSEMBLE TOPIC MODELS FOR PRIVACY PRESERVING DATA SHARING

ACROSS DISTINCT POPULATIONS

Throughout this dissertation, we have considered data mining challenges in the

domain of systems biology. Namely, the problems of integrating heterogeneous and

noisy data with little ground truth. These same problems exist in the healthcare

domain. Healthcare data is additionally very sensitive as patients have privacy con-

cerns. We present an ensemble topic model approach to estimate patient disease risk

while ensuring the privacy of patient healthcare records. In this chapter we utilize

one of the central themes of this work, the use of an explicit representation of data as

relationships, in order to improve modeling in the healthcare domain. Our approach

is also in support of our assertion that the use of multiple measures is important for

models: we utilize both an explicit co-occurrence representation of the data and a

“flat” or transactional representation.

5.1 Introduction

With the recent signing of the Patient Protections and Affordable Care Act into

law the use of electronic medical data is set to become ubiquitous in the United

States. This presents an unprecedented opportunity to use data mining for the benefit

of patient health. However, there are two major hurdles to utilizing this wealth of

data. First, medical data is not centrally located but is often divided into regions by

companies that warehouse the data for local hospitals or by research organizations.

Second, federal and state laws prevent sharing specific or identifiable information. It
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would be of great benefit to share information between these distinct populations, as

a data set concerning cancer patients for example could greatly increase the accuracy

of related computationally derived disease risks for everyone else. Still, organizations

may have a vested interest in keeping their data sets private as they may have been

gathered and curated at great cost. We propose an approach to allow the sharing of

beneficial information while staying within the bounds of the law and maintaining

the privacy of the data. We show that the use of a novel probabilistic graphical

model can can facilitate effective transfer learning between distinct healthcare data

sets by parameter sharing. Our method utilizes aggregate information from distinct

populations in order to improve the estimation of patient disease risk.

The growing and mandated use of electronic medical records will allow scientists

to unveil new discoveries about human health. An enormous quantity of healthcare

data is created every year and there are vast amounts of past medical records that are

being imported into electronic formats. A Center for Disease Control study estimates

that patients in the United States made 1.2 billion visits or an average of 4.05 visits

per patient to physicians’ offices in 2007 [123]. The rate of visitation increased 11

percent since 1997.

Aspirin is one exemplary case of the utilization of available medical data. Multiple

studies have found that Aspirin reduces the long term risk of colorectal cancer, the

progression of cardiovascular disease and the likelihood of stroke [1, 5]. These studies

relied on the wealth of data already available about Aspirin. Similarly, we hope to

utilize existing electronic health records (EMRs) to discover relationships between

diseases and to improve disease risk prediction for patients.

While recently enacted healthcare laws mandate the use and utilization of EMRs,

they do not specify how they should be stored or who should store and maintain

the records in sufficient detail. At present this lack of centralization is impeding

the meaningful use of this data. Each hospital and medical research organization
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may have their own data set, which they are compelled by law not to share due to

privacy concerns. Regional data warehousing organizations have arisen to consolidate

and store EMRs, but they are equally subject to restrictions on sharing the data.

Additionally, EMRs have become a commodity, as the maintenance and security of

the storage systems can be costly. Therefore, organizations may have incentive to

protect their data sets.

Sharing complete EMRs would be the best means of promoting beneficial and

meaningful use but there are obstacles to full disclosure of the data. However, the

Health Insurance Portability and Accountability Act of 1996 stipulates that aggre-

gated information can be shared freely [60]. We propose an approach that allows

aggregated information to be shared between distinct organizations with EMR data

in a way that increases the accuracy of computational prediction of disease risk. We

utilize an ensemble approach to gain more predictive accuracy with little information.

We posit that this approach is mutually beneficial to all organizations warehousing

EMRs and maintains the privacy of the patients while protecting any potential in-

terests in keeping valuable data sets private.

We further propose the use of learned parameters of topic models as an alternative

approach to creating interpretable network models from EMR data. Networks have

been an intuitive and useful approach to modeling complex data and presenting a

representation that domain experts can understand. Perhaps the most closely related

work in the healthcare domain utilizes collaborative filtering to create a disease-gene

network based on some similarity criterion between diseases [32]. While network

models can be very effective at identifying disease risk, many network approaches

utilize different edge weighting methods, which may lead to different interpretations

of the data [136]. Furthermore, many approaches to integrating distinct networks

are computationally intractable. We view the network approach as a bottom-up con-

struction of a relational model by inspecting individual health records. We propose a
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top-down topic modeling approach that begins with a partitioning function we wish

to optimize on the data. By creating a topic model that explicitly measures disease

co-occurrence we simultaneously learn the network that best models the data accord-

ing to our criterion and partition it into meaningful groups with co-occurring diseases.

The use of this approach simultaneously creates an interpretable model and allows

easily computed solutions for combining information that creates a network. To this

end we propose a novel extension to a well known probabilistic graphical model that

optimizes the grouping of medical records on occurrence and co-occurrence of disease.

This is to our knowledge the first use of topic models to infer network structure

and the first application to EMR data. However, topic models have been used to

identify topics in medical documents and public health topics in Twitter [155, 111, 39].

Ensemble topic models have also been studied, although not in this context [128].

This study makes three contributions to the medical domain:

• A novel application of topic modeling to the analysis of disease risk.

• A novel topic modeling approach for the study of relational data.

• We support our proposition that distinct EMR warehousing organizations should
share general information with evidence that it can improve the utility of disease
risk prediction on each individual data set.

5.2 The model

Our approach extends the well studied Dirichlet Process Mixture Model (DPMM),

which is depicted in Figure 5.1. DPMM is a non-parametric approach that learns an

unspecified number of groups with distinct distributions over features.

5.2.1 The Dirichlet Process

The Dirichlet distribution is the multivariate generalization of the beta distribu-

tion. One formulation of the DP is described in the stick-breaking process. Imagine
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that a stick is broken repeatedly such that the first section has a length dependent on

the Beta distribution: β ′
1 ∼ Beta(1, α). The remainder of the stick is broken in the

same way such that βk = β ′
k∗
∏k−1

i=1 (1−β ′
i). It has been shown that if G ∼ DP (α0, G0),

G =

∞
∑

k=1

βkγφk
(5.1)

Where βk are stick-breaking weights depending on the parameter α0, γφk
is an

atom at φk, each representing an independent random variable [125]. Using this stick-

breaking approach, any measure can be used to determine a set of discrete weights.

DPs are often used to set priors for components of mixture models [126].

5.2.2 Dirichlet Process Mixture Model

We focus here on the use of multinomial base distributions as the multinomial is

appropriate for the measurement of binary and count data.

H

α H0

X

i

i

φ

Figure 5.1. The Dirichlet Process Mixture Model. H is a base distribution
from which weights are drawn as described in Equation 5.1. The mixing
proportions of the components are specified by H0. The parameters of the
base distributions are specified by φi. Xi represents an observed instance.
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The model is described by the hierarchical specification:

φi|H0 ∼ H

H ∼ DP (H,α)

xi|φi ∼ F (φi) (5.2)

In the standard DPMM, F is the multinomial probability mass function. In

the context of EMRs, the DPMM with a multinomial base distribution over disease

occurrence optimizes for groups of patients that have received the same diagnoses.

5.2.3 Our approach

We propose an alternative formulation of a DPMM in which F is a function of

both the multinomial over the diseases and a second multinomial over disease co-

occurrence. This model allows us to explicitly construct a network representation

of the data by utilizing co-occurrence counts explicitly. It is inspired partly by the

effectiveness and generality of gaussian mixtures. A multivariate Gaussian is param-

eterized by a mean vector and a covariance matrix. The covariance matrix specifies

not only the spread of values around the mean but the relationship between features.

This is much more specific information than is captured by a multinomial. However,

inferring the parameters of a multivariate Gaussian can be much more complex than

inferring the parameters of a multinomial. Furthermore, a multivariate gaussian is

not appropriate for binary values as a Gaussian distribution only accurately models

a set of binary values in the edge cases where all values are 1 or 0.

Our approach finds a balance between parsimony and specificness by placing equal

weight on the co-occurrence of diseases and the presence of disease. We call our ap-

proach Co-occurrence Based Clustering (CBC) for its focus on explicitly learning
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the co-occurrence of diseases. In CBC, the multinomial over the diseases is anal-

ogous to the mean vector of a multivariate Gaussian. The multinomial over the

disease co-occurrences is analogous to the covariance between each pair of diseases.

This formulation allows CBC to capture co-occurrence explicitly while maintaining

generality. This is essential as many patients may be lacking multiple appropriate

diagnoses The model is learned by Gibbs sampling in which the likelihood function

gives equal weight to the two multinomials, as shown in Equation 5.3.

F (X,X′, φ, φ′) =

[
∑

k

i
Xi]!

∏
k

i
Xi!

∏

k

i
φXi

i
+

[
∑

k

i
X′

i]!
∏

k

i
X′

i!

∏

k

i
φ′X

′

i

i

2
(5.3)

Where X is the matrix of diagnoses for all patients, φ is the matrix of disease

occurrence parameters for each component, φi is the probability of observing a disease

(alternatively φi = Xi/
∑

Xi), andX′ and φ′ are the analogous parameters for disease

co-occurrence.

Relationships between diseases may not be apparent from examining their fre-

quency separately. The use of a relational representation of the data —the co-

occurrence of diseases— allows even simple models to take into account this more

specific information.

While DPMM can be applied to the co-occurrence of diseases, the reliance on co-

occurrence alone can undermine the generality of the model. If a patient has a disease

that has not been diagnosed, then all 252 (in our data) potential co-occurrences will

be missing, whereas in the flat occurrence representation, only a single value will be

missing. Thus a little noise can have an overwhelming effect on the model. CBC is

more tolerant to this source of noise by virtue of considering both co-occurrence and

frequency.

In our analysis we demonstrate these differences by comparing disease ranking

results across three formulations of DPMMs: DPMM is a DPMM trained on disease
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occurrence data. COOC is a DPMM trained on co-occurrence data, and CBC is our

model utilizing both representations of the data.

5.2.4 Markov Chain Monte Carlo inference

We utilize a version of Gibbs sampling with auxiliary parameters [106]. This

approach allows us to sample the component membership of the model without having

to integrate with respect to the prior distribution H . Algorithm 1 describes the steps

in our sampler.

Algorithm 1 Gibbs sampler with auxiliary parameters

1: For i = 1, ..., n: Let k− be the number of components cj for j 6= i, and h = k−+m,
wherem is the number of auxiliary variables. If ci = cj for some j 6= i, draw values
independently from the base distribution H for the parameters of components φc

(and correspondingly φ′
c) for which k− < c ≤ h. If ci 6= cj for all j 6= i, let ci have

the label k− + 1, and draw values from H for those φc for which k− + 1 < c ≤ h.
Draw a new value for ci from 1, ..., h with the following probabilities:

P (ci = c|c−i, yi, y
′
i, φ−c, φ

′
−c) =







b
n−i,c

n−1+α
F (yi, y

′
i, φc, φ

′
c) for 1 ≤ c ≤ k−

b α/m
n−1=α

F (yi, y
′
i, φc, φ

′
c) for k− < c ≤ h

(5.4)

where yi is an instance, y′i is the corresponding set of co-occurrences, n−i,c is
the number of cj for j 6= i that are equal to c, and b is a normalizing constant.
Remove φc that are not associated with at least one observation.

2: For all c ∈ c1, ..., cn: draw a new value from φ|yi such that ci = c.

In our experiments we used the parameters m = 1 and α = .01. The algorithm

specifically describes the sampler for CBC, but the samplers for DPMM and COOC

are the same with the exceptions that DPMM uses φc and yi exclusively and COOC

uses φ′
c and y′i exclusively.
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5.2.5 Ensemble learning

The goal of ensemble learning in this context is to allow models to achieve per-

formance increases through the use of data from distinct sources. Examples include

data from different domains such as healthcare and genomics, data with different

distributions such as healthcare data from different ethnic or socioeconomic groups,

or even data with different feature spaces if for example there are no occurrences of

a disease in one group that is present in another group. We utilize an approach that

is common in transfer learning, known as parameter passing [108]. In this approach

base models are learned on distinct data sets. The base models are then combined in

a separate step by joining the parameters of the models. Wang et al. propose a sim-

ilar approach in which different topic models are combined by running an additional

clustering step on the component labels from base topic models [151].

Figure 5.2 outlines the process used to create ensembles. We build ensembles by

training base models on each demographic data set. The ensemble step combines

the occurrence parameters φ of the base models into a single matrix. A DPMM is

trained on this matrix to form a ensemble-level model. Disease risk is assessed for an

individual patient by first finding the component of this ensemble model that best

fits their disease profile, then combining the parameters of every component from the

base models whose parameters are in the ensemble-level component. The base-model

parameters are averaged to form the parameters of a consensus model.

5.3 Data

We test our approach on a data set of EMRs from medicare patients. Our data set

contains information from 13,039,018 elderly patients with a total of 32,341,348 medi-

cal records. The data originates from claims data for medicare beneficiaries who were

at least 65 years old in 1993 [21]. As co-occurrence is a focus of our approach, we use
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Figure 5.2. The ensemble takes base models, each consisting of the results
from a single model trained on one data set, then combines the parameters

of each component from the base mixture models into a single matrix.

a subset of the data containing records from 7,895,283 individuals with three or more

diagnoses. The raw data set contains ICD-9 codes for describing the diagnoses that

apply to each patient. ICD-9 codes exist in a hierarchy of disease that can compli-

cate analysis [33]. Collapsed ICD-9 codes provide a mapping from specific diagnoses
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to general diagnoses. For example, ICD-9 codes “9843” and “9845” correspond to

pneumonia from whooping cough and pneumonia from anthrax, respectively. Both

can be described by the shortened ICD-9 code “984” or by the CCS code “122”.

CCS codes provide a standardized coding system based on the ICD-9 specification

and is designed to be clinically meaningful and more useful for statistical analysis.

Therefore, we utilize the Clinical Classifications Software (CCS) codes to provide a

more general non-hierarchical classification of disease than ICD-9 codes [28].

We approach our goal of demonstrating the effectiveness of learning across distinct

healthcare data sets by splitting the data into distinct populations by demographics

based on poverty level, gender, race, and age. Table 5.1 shows that these groups tend

to have similar numbers of disease diagnoses. The most significant difference appears

to exist between the two poverty groups, in which the variance and kurtosis are

strikingly different. This indicates that there is a wider range of number of diagnoses

among these two groups.

TABLE 5.1: DESCRIPTIVE STATISTICS FOR THE NUMBER OF DISEASES
PATIENTS SUFFER FROM IN EACH DEMOGRAPHIC.

All Poverty 0 Poverty 1 Gender 0 Gender 1 Race 0 Race 1 Race 2 Race 3 Race 4
# of
patients

7895283 7050861 844421 3247168 4648114 83500 7050861 652158 79181 8075

Maximum 66 66 63 66 57 47 65 51 51 39
Mean 9.25 9.12 10.36 9.18 9.30 8.77 8.21 8.69 8.28 7.12
Variance 20.87 19.97 26.98 20.31 21.25 23.00 20.47 24.55 22.04 14.43
Skewness 1.61 1.63 1.38 1.62 1.60 1.43 1.62 1.51 1.66 1.96
Kurtosis 3.31 3.42 2.34 3.34 3.28 2.43 3.36 2.75 3.60 5.31

Individual disease prevalence is much more strikingly different between these

groups. The top 20 most common diseases in the original data set are listed in

Table 5.2. A patient who is in demographic poverty 1 is twice as likely to be diag-
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nosed with a cognitive disorder as a patient on the other side of the poverty line. A

patient of gender 0 is nearly three times as likely to suffer from genitourinary symp-

toms as a patient of gender 1. There are many additional differences between races

and other demographics that demonstrate the distinctions between these populations.

We were surprised to find that the disease prevalence in the 10% youngest patients

in the data set was very similar to the disease prevalence in the 10% oldest patients.

However, this may be explained by the fact that the distribution of patient age is

strongly skewed towards the younger patients and that the data set consists entirely

of patients with at least 65 years of age. Given the lack of interesting differences

between the age groups, we focused on the poverty, gender, and race demographics

for our analysis. Among the race demographics, only 8,075 patients were of Race 4,

providing a relatively small sample. As such, Race 4 was not used for analysis.

5.4 Evaluation

We trained DPMM, COOC, and CBC on fifty random samples of 4,500 instances

from each poverty, race, and gender dataset. CBC models trained on a single sam-

ple from each demographic data set were combined as described in Section 5.2.5.

Ensembles of DPMM and COOC models were constructed in the same way. Gibbs

sampling was carried out for an average of 996 iterations (1000 with few exceptions

for technical reasons) for each base model and for the ensemble models.

The accuracy of disease risk was measured by holding out a test set of instances

of 500 patients from each demographic and calculating the likelihood of each disease

given all but one of the observed diseases in the test instance. This was repeated by

withholding each observed disease for every test instance. A test set of 500 instances

with an average of 5 diseases per patient would result in 2500 individual rankings.

The ranking of the diseases was evaluated as in previous work by calculating the

proportion of predicted disease rankings that were in the top ranks [33]. The lower
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TABLE 5.2: PERCENTAGE OF PATIENTS WITH TOP 20 MOST PREVALENT
DISEASE BY DEMOGRAPHIC.

All Poverty 0 Poverty 1 Gender 0 Gender 1 Race 0 Race 1 Race 2 Race 3 Race 4
Essential
Hypertension

43.78 43.88 42.92 39.10 47.04 33.34 36.28 46.10 36.88 37.32

Fluid and
electrolyte
disorders

39.48 38.18 50.30 34.19 43.18 38.09 31.64 39.29 35.85 29.91

Coronary
atherosclerosis

38.69 38.99 36.16 43.39 35.40 34.57 37.07 29.97 31.21 31.45

Cardiac
dysrhythmias

32.74 32.94 31.02 35.98 30.47 34.03 32.53 25.93 27.38 25.67

Congestive
Heart Failure

27.84 27.09 34.09 27.50 28.08 31.77 25.27 26.11 25.01 17.15

Urinary tract
infections

26.58 25.17 38.38 18.16 32.46 24.72 21.03 26.11 21.29 17.23

Bronchitis 25.42 25.13 27.83 31.68 21.05 25.81 25.48 18.73 19.85 16.27
Anemia 20.72 20.25 24.62 18.88 22.00 17.15 14.08 22.18 17.51 15.30
Diabetes w/o
complication

18.80 18.31 22.88 18.74 18.84 14.15 13.76 20.57 19.74 17.36

Pneumonia 18.40 17.50 25.90 19.98 17.29 21.32 16.42 15.96 19.92 14.19
Surgical
complications

16.67 17.22 12.15 19.70 14.56 13.66 16.50 12.63 15.61 15.62

Osteoarthritis 14.61 14.46 15.82 10.30 17.61 10.45 11.52 10.61 6.67 6.29
Bacterial
infection

13.44 12.68 19.76 10.26 15.66 14.01 12.49 13.63 13.06 10.86

Heart valve
disorders

12.41 12.70 09.97 11.73 12.88 12.68 12.29 10.33 10.23 9.79

Cerebrovascular
disease

11.80 11.38 15.24 11.77 11.81 12.82 10.49 14.37 14.03 13.60

Pneumothorax 11.60 11.57 11.85 12.10 11.25 12.77 11.18 10.51 11.28 9.04
Genitourinary
symptoms

11.51 11.56 11.08 17.99 6.98 12.03 11.31 11.36 11.51 11.41

Cystic fibrosis 11.07 11.14 10.54 10.85 11.23 9.52 10.17 7.95 10.67 10.41
Cognitive
disorders

10.89 9.76 20.39 8.89 12.29 14.48 10.54 13.16 8.68 6.83

Gastrointestinal
hemorrhage

10.69 10.49 12.33 11.07 10.42 8.63 7.33 8.21 9.60 9.18

ranks are more important as a medical professional reviewing a list of predicted

diseases is much more likely to read predictions early in the list.

5.5 Results

The log-likelihood plot in Figure 5.3 shows that the likelihood of the algorithms

appear to be in stable states after 1000 iterations on the gender demographic.
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Figure 5.3. The log-likelihood of all three algorithms over 1000 iterations of
Gibbs sampling. All log-likelihood values are divided by 1000 for

readability. Panel (a) shows the log likelihood of DPMM. Panel (a) shows
the log likelihood of DPMM. Panel (b) shows the log likelihood of DPMM
using the co-occurrence data. Panel (c) shows the log likelihood of CBC.
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The proportion of missing diseases that were ranked as disease risks for patients

is shown in Figure 5.4. The proportions were determined by averaging across the

ranking for patients in test sets from all demographics and all experiments. The

ensemble of CBC models provides the best rankings in the highest ranks, with the

most accurate predictions for 8 of the first 10 ranks, 18 of the first 20 ranks, 27 of

the first 50 ranks.

This approach ranks the missing disease from a patient’s diagnosis in the first

10 listed diseases 47.5% of the time and the first 20 ranks 76.5% of the time. The

ensemble of DPMM models performs best when considering ranks greater than 29.

CBC is expected to perform better at lower ranks as the components in CBC utilize

more specific co-occurrence data. All of the methods place nearly 100% of the missing

diseases in the first 50 ranks. Notably, base-CBC performs next to worst, whereas

the ensemble-CBC performs the best. This indicates that the base CBC models are

diverse; they capture differences in the separate demographics.

The nearest comparison to this study utilizes collaborative filtering on collapsed

ICD-9 diagnoses to rank the likelihood of diagnoses in the last visit based on patients’

medical history [33]. Where that method identifies 54.7% of future diagnoses in

the top 20 ranks, our approach identifies 76.5% of held out diagnoses. While these

methods utilize the same data, it is important to note that the approach of Davis et

al. relies on temporal data and collapsed ICD-9 codes instead of CCS codes, making

direct comparison problematic.
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Figure 5.4. The proportion of held-out diseases given rank less than or
equal to the value on the x-axis. Labels “base” and “ensemble” correspond
to ranks given by the algorithms trained on a single demographic data set

and ranks given by the ensemble across demographics.

Different patients may have very different histories of diagnosis. The specific

diagnoses that an individual patient has may be more or less predictive than others.

Figure 5.5 shows the relationship between the number of diagnoses and the mean

rank of diagnoses for individual patients. As expected, the variance in the accuracy

of the model decreases sharply as the number of available diagnoses increases.
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Figure 5.5. Mean rank for individual patient diagnoses versus the number
of diagnoses available based on an ensemble of CBC models.
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5.6 Interpreting the model

In addition to ranking individual patient disease risks, we are interested in creat-

ing a global model of disease relationships. Figure 5.6 shows a network constructed

from one ensemble CBC model. Nodes represent diseases. Their groups (signified

by color) are determined by the component in the ensemble that contains the most

patients with the given diagnosis. Edge weight was determined by averaging disease

co-occurrence across all components. Therefore, edges may tend to represent global

co-occurrences rather than within component co-occurrences. The figure shows 64

distinct disease groups, determined by the number of patients in the base model

components contributing to each ensemble component. Many of these groups con-

tain diseases which are clearly similar. For example, the yellow group in the top row

and fifth from the left, contains 9 cancer diagnoses. The remaining three are “gastri-

tis and duodenitis,” “intestinal infection,” and perhaps oddly, “deficiency and other

anemia.” Other clusters appear less specific to the layman, but still contain common

sense groups. For example, the larger red group, bottom left and three from the

left, contains 9 pregnancy related diagnoses and 4 abdominal pain related diagnoses.

Edges in the network represent the mean edge strength from across all components in

the ensemble. We used the 99th percentile edges to form this network. These weights

represent strong relationships that are not strong enough to determine component

membership alone. Some of the strongest edges join two groups, the pink group third

from the right in the middle row, and the red group third from the left in the third row.

These join chemotherapy related issues, dizziness or vertigo, nervous system anoma-

lies, unspecified circulatory disease, and unspecified eye disorders. A thorough analy-

sis of this network requires medical expertise, however it is clear that there is meaning-

ful structure to be investigated here. This model is provided with CCS designations

as a Cytoscape file at http://www.cse.nd.edu/∼arider1/cbc meta meanedge.cys.

Figure 5.7 shows a spring-layout view of the same network. This figure shows
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Figure 5.6: A network constructed from a single CBC ensemble. Nodes represent
disease diagnoses and edges represent co-occurrences. Node groups are determined by
the component in the model with the most diagnoses. Edge weight was determined by
averaging disease co-occurrence across all components. Therefore, edges may tend to
represent global co-occurrences rather than within component co-occurrences. Only
edges in the 99th percentile weight category are shown.

that the clustering as determined by edge weight is also informative. The five of the

six nodes in the group nodes on the rightmost side of the central cluster concern

birth related diagnoses. The group of four nodes at the bottom most edge of the

central cluster contain “OB-related trauma to perineum and vulva,” “fetal distress

and abnormal forces of labor,” “Cardiac and circulatory congenital anomalies,” and

“acquired foot deformities.” This layout additionally highlights two hubs, “disorders

of lipid metabolism” and “coma; stupor; and brain damage.”

We refrain from making a full enumeration of interesting clusters, but we have

found that various edge weight based layouts provide additional clusters that seem

to make sense. We encourage the reader to investigate these clusters by downloading

the provided network.

73



www.manaraa.com

Figure 5.7: Another view of Figure 5.6 using the spring-layout based on edge weight.
Edge weight was determined by averaging disease co-occurrence across all components
and reflects global trends. This view reveals clusters and hubs in the network.

5.7 Discussion

We set out with the goal to provide an approach that would allow and encour-

age EMR warehousing organizations and research centers to share EMR data for

their mutual benefit and the benefit of patients. Our analysis demonstrates that the

proposed use of aggregate data improves ranking across diverse patient populations.

Therefore we strongly recommend that EMR warehousing organizations share this

aggregate data both as an act of good will and as an act of self interest, as more

available data will improve modeling on individual data sets.

We additionally sought to provide a means to create an interpretable model from

disparate aggregate data. We proposed a method that explicitly utilizes co-occurence

data to learn a network while simultaneously providing imroved disease risk pre-

dictions. We demonstrated that the network constructed contains comprehensible
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groupings of disease occurrence, based both on the component labels in our model

and on the global mean edge weights used to construct the network. Although it

can be exceedingly difficult to quantify the utility of a network model, the provided

examples do indicate that this model may contain useful medical information.
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CHAPTER 6

EVALUATING MODELS TRAINED WITH MISLABELED NEGATIVE CLASS

INSTANCES

In Chapter 4 we proposed an approach to improve exploratory analysis of noisy

data. Our approach focused on improving unsupervised learning in part because of

a lack of good or complete ground truth data in systems biology. In this chapter we

confront this problem and study how the state of ground truth data in systems biology

affects classification. While the relatively small amount of labeled data available is

a problem, a more subtle challenge is that the negative class is not well defined in

for many problems with underlying network structure in the data. Classifiers trained

on genetic or other interactions are commonly trained using a negative class made

up of interactions that are simply not known to be positive [109, 116, 147]. In this

chapter we examine the behavior of standard evaluation approaches for classifiers

trained on data with mislabeled negative class instances. We generalize this study

to many different domains and algorithms as this problem is not limited to network

representations of data or unsupervised methods.

The problem of mislabeled negative class instances is ubiquitous in systems bi-

ology and healthcare. The work in this chapter underscores the primary thesis of

this work: that proper utilization and understanding of domain knowledge is key to

success in data mining. Understanding fundamental problems in the data can lead

to better data mining.
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6.1 Introduction

The traditional concept of a negative class does not apply to many problems for

which classification is increasingly utilized. When the negative class contains mis-

labeled instances that are truly positive, the ambiguity in the decision boundary

complicates the classification task and confounds attempts to accurately evaluate

classifier performance. While there have been attempts to design algorithms specifi-

cally for this problem, the task of evaluation in this scenario is not well understood.

In this chapter we seek to answer the following questions: How reliable are evalua-

tion metrics when the negative class contains an unknown proportion of mislabeled

positive class instances? What can evaluation metrics tell us about potential system-

atic biases in the data? Can evaluation metrics give us further insight into the data

when it contains mislabeled positive class instances? These questions deserve careful

investigation when faced with this scenario. In the pursuit of answers we provide a

motivating real world case study and provide a general framework for approaching

evaluation when the negative class contains mislabeled positive class instances. We

show that the behavior of evaluation metrics is unstable in the presence of uncer-

tainty in class labels. Furthermore, the stability of evaluation metrics depends on

the kind of bias in the data. Finally, we investigate the effects of the amount of bias

on these metrics. We show that the type and amount of bias present in the data can

have a significant effect on the ranking of evaluation metrics and the degree to which

they over or underestimate the true performance of classifiers.

Standard classifiers are often applied to data with a poorly defined negative class

[109, 116, 147]. In many cases, there is an implicit assumption that data are mis-

labeled completely at random. This is common even among algorithms that are

designed for mislabeled positive class data [43, 92]. This assumption is unrealistic

in real world scenarios where there may be multiple sources of different systematic

biases in experimentation and data collection. Furthermore, the proportion of true
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negative class instances to mislabeled positive class instances is often expected to be

overwhelmingly large. While this would seem to validate confidence that the effect

of mislabeled positive instances will be minimal, it has not been shown to be a safe

assumption for an unknown proportion of mislabeled instances with unknown bias.

We motivate this study through the analysis of an experiment that is actually used

to try to answer some of the most pressing issues in biology today. In performing the

study we uncover additional critical questions that must be answered in order to an-

swer our motivating question, “How reliable are evaluation metrics when the negative

class contains an unknown proportion of mislabeled positive class instances?”

6.2 Case Study

Physical interactions between proteins are one of the primary mechanisms by

which a cell carries out its function. While there are high-throughput methods to

measure protein-protein interactions (PPI), expense, noisy measurements, and the

sheer number of possible interactions in even relatively simple organisms renders

complete tests for all interactions infeasible. The identification of interacting proteins

based on known interactions and related information is a common classification task

in the biological domain [116].

The discovery of unknown protein interactions can have significant impact in

pharmaceuticals and biology. With this in mind, we trained NäıveBayes classifiers

on incremental updates to known protein interactions in Yeast. We collected this data

from BIOGRID, a curated repository for protein interaction data sets from multiple

organisms. This data is a real world case in which mislabeled positive class instances

(unknown protein interactions) were incrementally revealed to be positive class with

each update of the system [10]. Features consisted of expression data, Gene Ontology

information, and known pathways. Each of these types of data have been previously

used in the classification of protein interactions [78].
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Expression data measures the amount of gene product (i.e. RNA) produced from

each gene. It is an indirect way to measure the amount of protein produced by a cell.

We gathered two features from expression data: one from a line cross experiment, in

which two strains of yeast were bred, and one from a compendium of treatments in

which yeast were exposed to chemicals and given mutations before measurements were

taken [11, 74]. We collected a third feature based on the gene ontology (GO). The

GO is a hierarchy of categories that describe the function, process, and biological

components that genes are involved in. This feature was created by counting the

number of GO slim terms (a high level set of GO terms) shared between each pair of

genes. We used the number of shared pathways between genes as the fourth feature

[22]. Pathways describe a series of interactions that lead to a product or change

in a cell. Yeast has approximately 6000 genes, translating to roughly 18 million

unique protein interactions. We trained NäıveBayes classifiers on this data set for five

versions of BIOGRID. There was an average difference of about 20,000 interactions

between each version of BIOGRID. Each data set contained 8 million instances with

all positive protein interactions from that version of BIOGRID. The remainder of

the instances were randomly under-sampled from the remaining potential protein

interactions.

In order to evaluate classifier performance, we measured both the area under

the receiver operating characteristic curve (AUROC) and area under the precision-

recall curve (AUPR) of models trained on data using five versions of BIOGRID. We

were interested in how accurate the evaluation metrics were in measuring classifier

performance when many of the positive class instances were mislabeled. To this

end, we measured the AUROC and AUPR based on the class labels from each given

version of the BIOGRID database and the class labels from a more recent version

of BIOGRID (version 3.1.85). We call the AUROC and AUPR that are based on

the class labels from earlier versions of BIOGRID the “bias class AUROC and bias
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class AUPR” because of the presence of mislabeled instances. Similarly, we call the

AUROC and AUPR that are based on the class labels from the most recent version of

BIOGRID the “true class AUROC and true class AUPR” because of the additional

positive class instances that are correctly labeled.
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Figure 6.1. AUROC and AUPR of classifiers trained to predict protein
interactions. The x-axis shows the BIOGRID update used to label positive

interactions.

Figure 6.1 shows the difference between the true and bias class AUROC and the

true and bias class AUPR of classifiers trained on the PPI data sets. Both the bias

class AUROC and the bias class AUPR tend to overestimate classifier performance.

The fact that the difference between the true class and bias class for both metrics

does not improve reliably suggests that additional correctly labeled positive class
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instances are not giving the classifier enough information about the remaining mis-

labeled instances. In other words, the decision boundary remains noisy regardless of

the smaller amount of mislabeled positive class instances. Figure 6.2 further supports

this assessment.
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Figure 6.2. Histogram of positive class (interacting protein) probabilities
based on known interactions from BIOGRID version 2.0.25. Only the 47

smallest bins shown for clarity.

Figure 6.2 shows a bar chart of the instances colored according to their class labels.

For clarity the three largest bars are not shown as they contain the vast majority

of instances. True positives, false positives, true negatives, and false negatives were

identified by comparing the predicted class labels from classifiers trained on known

interactions from the earliest BIOGRID version to the “true class” labels from the
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latest version of BIOGRID. For example, we identified true positives as instances

that are known to be positive protein interactions in the latest version of BIOGRID

that were also predicted as positive class by classifiers trained on known protein

interactions from the first version of BIOGRID. The distribution appears multimodal,

indicating that there is information within the given features that clearly separates

many protein interactions into distinct groups. False negatives appear randomly

spread throughout the true negatives. This may indicate that the protein interactions

classified as false negatives are not related within the features in this data set to the

protein interactions identified correctly as interacting.

The utility of the ranking for the identification of mislabeled positive instances

is directly addressed in Figure 6.3. The figure shows the log probability of ran-

domly obtaining the observed number of true instances in the bins in Figure 6.2

over the probability given by the classifier that an instance belongs to the positive

class. We calculated the probability of randomly observing the number of positive

class instances observed in each bin using the hypergeometric distribution. As with

Figure 6.2, the mislabeled positive class instances were identified by comparing labels

from the first version of BIOGRID to the latest version. A more negative number

indicates a lower probability. The figure shows that the ranking of positive class in-

stances becomes decreasingly informative as the probability assigned by the classifier

decreases until about p = 0.08 where it levels off. Between 0.15 and 0.2 there is a

large dip in the log probability that corresponds to one of the modes in Figure 6.2.

This may indicate that there is something distinguishable about the instances that

fall in this group.

Figures 6.1-6.3 demonstrate that our evaluation of the classifier is optimistic and

that the addition of correctly labeled proteins does not seem to reliably affect classi-

fier performance. This may indicate that the mislabeled positive class instances are
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Figure 6.3. Log probabilities of randomly observing greater than the
number of interacting proteins observed in the bins of figure 6.2.

mislabeled completely randomly. However, there is in fact at least one known sys-

tematic bias in the data used for this study. The Gene Ontology contains many more

annotations for genes that are known to be related to heavily researched topics than

for genes related to less interesting biological functions or processes [104]. Might there

be a latent variable that captures this notion of “interestingness?” Is the absence of

a latent variable or the presence of sufficient information within our data suggested

by the evaluation metrics? Does the lack of reliable improvement as more mislabeled

interactions were corrected suggest that the proportion of mislabeled instances does

not affect the classifier or does the slight improvement at the more recent BIOGRID

version indicate that there is some important threshold? There may be specific an-

swers to these questions for this data set, but we attempt to answer these questions

more generally in the following sections.
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6.3 Generalizing the problem

Many of the questions brought up by the case study concern whether the misla-

beled positive class instances are mislabeled systematically. In real world problems

we often know that there is bias in the data but we do not know what kind of bias

exists. In biology, there is a bias in the well studied protein interactions that is

related to how interesting the protein’s function is. As a result, the poorly under-

stood proteins may be poorly characterized in the data, confounding attempts at

classification. In such cases we often know that instances may be mislabeled, but are

unable to ascertain how the data is mislabeled. Bias in the data may be systematic or

random. Furthermore, it may be expressed as mislabeled instances or missing data.

While bias in the data is a commonly studied problem in the literature, the focus

has been on learning in biased data sets [61, 157]. It is equally important to study

the effect of bias on the performance metrics used to evaluate the performance of

learning algorithms.

Generally speaking, data can be missing in three ways, mirroring the missingness

mechanisms set out in Allison et al.: missing at random (MAR) when values are

missing in a way that is explained within the data; missing not at random (MNAR)

when values are missing in a way that could be explained by a latent variable to

which a learner does not have access; and missing completely at random (MCAR)

when values are missing and there is no variable, latent or observed, that explains the

missing values [2]. In this work we consider an analogous problem in which the bias

takes the form of mislabeled instances in the data rather than missing instances. We

term these cases BAR, BCAR, and BNAR for this type of bias. These three cases

may have marked effects on the evaluation of classifier performance.

In a typical supervised learning scenario, classifiers can be trained and ranked by

any of a large number of evaluation metrics [48]. This situation is complicated by the

presence of bias in the data. Not only can different evaluation metrics give conflicting
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rankings, but they may react to the presence of different types of bias in different

ways. We focus on the AUROC and the AUPR. These measures are commonly used

as a single representative number to describe classifier performance. AUROC and

AUPR have been studied in the context of class imbalance and in comparison to

each other [58, 34]. However, AUROC and AUPR have not been studied in the

context of mislabeled bias. A primary goal of this work is to empirically determine

how these metrics behave in the presence of different types and levels of bias.

6.4 Systematic Bias in Class Labels

We consider class labels to be poorly defined if one class (which we will call the posi-

tive class) contains only correctly labeled instances, whereas the other class (which we

will call the negative class) contains both correctly and incorrectly labeled instances.

While many data sets can be considered poorly defined, the underlying cause can

vary greatly from data set to data set. In particular, depending on how the data is

collected, different types of biases may be injected into the mislabeling of instances in

the data set (i.e., a positive class instance may not have a completely random chance

of being mislabeled). Therefore, in this section we discuss the various types of biases

that can be found in real world data sets, and the way in which we simulate each of

the types of bias. Note that in each of the bias injection mechanisms, only one class

(the positive class) can have its labels flipped.

6.4.1 Injecting bias

We modeled each type of bias by injecting it into data sets. This approach may

compound existing bias in the data sets, but our assumption is that the data sets are

correctly labeled.

Completely random bias (BCAR) was injected into data sets by changing the label

of positive class instances uniformly at random. We injected random bias (BAR) into
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data sets by sorting the data by a single feature and flipping the class label of the

first X% of the positive class instances. Data sets were made to be biased not at

random (BNAR) by sorting the instances by a single feature, flipping the class label

of the first X% of the positive class instances, and removing the feature that was

used to sort the data.

In order to isolate the effect of correlated features on the bias, we injected bias

into data sets based on the most independent feature f as defined in Equation 6.1.

f = argmin
i

∑

j∈X,i 6=j

|corr(Xi, Xj)| (6.1)

This equation minimizes the absolute value of the correlation between each pair

of features, where X is the set of feature vectors and corr(Xi, Xj) is the Pearson

correlation coefficient computed between features i and j.

6.5 Experimental Design

It is difficult to separate the behavior of an evaluation metric from specific clas-

sifiers. To approach this problem we observe how AUROC and AUPR behave over

multiple classifiers trained on the same data sets. To preserve the validity of com-

parisons, we trained classifiers on the same folds with the same randomly permuted

data with precisely the same biased instances.

In order to highlight differences between the two evaluation metrics, we measure

both using the true class labels and the flipped class labels. This allows us to mea-

sure the AUROC and AUPR under two common scenarios in the practice of data

mining: one in which classifiers are trained on data with an unknown bias and one

in which classifiers are trained on data with an unknown bias but true class labels

are discovered afterwards. By observing how the AUROC and AUPR behave under

these two scenarios we may be able to identify important differences in how these
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performance metrics behave in the presence of bias.

We simulate these two scenarios by measuring the AUROC and AUPR with the

flipped class labels (the first scenario) and the true class labels (the second scenario).

Classifiers were trained on data with varying levels of bias. We used the probability

estimates output by classifiers to rank the instances. We then used the ranking and

the biased class labels to calculate the “bias class” AUC and the true class labels

to calculate the “true class” AUC. This enables us to measure the effects of bias on

the performance measures, and how robust each of the metrics and classifiers are to

varying degrees of bias. If the performance on the “true” labels is much worse than

that of the performance on the “biased” labels, the classifier metric combination is

not effective at ascertaining the true performance of the classifier on the problem.

Similarly, if the “true” class performance is much better than the “biased” class

performance then the metric is overly pessimistic, and not suitable for cases where

noise in one class label is prevalent.

6.5.1 Evaluation Metrics

ROC curves compare the true positive rate and the false positive rate while

precision-recall curves compare the precision to recall (or true positive rate). ROC

curves measure the “completeness” of predictions as the amount of false positives

increases while precision-recall curves measure the “purity” of predictions as the

amount of captured true positives increases. This difference underlies some of the

observed strengths and weaknesses of using the area under both types of curve.

AUROC can be overly optimistic in cases of imbalanced data while making

fewer assumptions about misclassification costs than other metrics such as accuracy

[41, 115]. This makes sense in the context of viewing ROC as a measurement of

“completeness”, as a model may have a low precision but a high recall. AUPR has

been used to overcome this concern in highly skewed data sets [84, 85]. It has been
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shown that AUPR and AUROC can give conflicting rankings for different classifiers

trained on the same data [34]. We will demonstrate that this occurs across data sets

and at various levels of bias.

6.5.2 Classifiers

To minimize the likelihood of sampling error, we trained classifiers on 100 random

permutations of each data set in Table 6.1 using 10-fold cross validation. Classifiers

included C4.5 trees (C4.5), NäıveBayes (NB), 5-nearest neighbors (NN), support

vector machines (SVM), and Multilayer Perceptrons (MLP). We used unpruned and

uncollapsed C4.5 trees with Laplace smoothing at the leaves. These are common

parameters for C4.5 when used in imbalanced problems [24]. Unspecified parameters

remained as their default in WEKA [63]. These algorithms were chosen to provide

a range of classification approaches. AUROC and AUPR calculations were averaged

across folds and permutations of the data.

6.5.3 Data sets

We selected 27 real data sets from the UCI repository, and 1 artificial data set [8].

The real data sets were selected to maximize diversity, allowing us to draw conclusions

based on a wide range of evidence. These data sets were considered ground truth

data, with accurately labeled instances, thereby allowing us to construct the “true”

baseline performance. Regardless of the accuracy of this assumption, the availability

of the original class labels allows us to calculate performance metrics with both true

and biased data. Combined with the injection of different types of bias, this allows us

to evaluate the stability of performance metrics. All data sets are listed in Table 6.1.
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6.6 Results

In order to determine how AUROC and AUPR behave under different levels and

types of bias, we used signed rank tests to evaluate the hypothesis that the mean

rank of a classifier as given by the true class AUC was less than or equal to the

mean rank of the classifier as given by the bias class AUC. Tied ranks corresponded

to data sets. This test was done for each classifier and with each type and level of

bias. Significant values indicate that the bias class AUC overestimates performance.

We also tested the opposite hypothesis, that the mean rank of a classifier as given

by the true class AUC was greater than or equal to the mean rank of the classifier

as given by the bias class AUC. This hypothesis corresponds to the bias class AUC

underestimating performance. P-values shown in Table 6.2a and Table 6.2b reflect

tests of the first hypothesis and numbers in bold indicate significance at a level of

α = 0.01 for either test. Values in bold that are greater than 0.01 indicate that the

second hypothesis was rejected.

Most of the significant differences occur in data that is BAR but some are present

in BNAR data sets. Some differences are consistent between BAR and BNAR for

C4.5, NB, and NN in both Table 6.2a and Table 6.2b. Comparing the two tables,

we see that the bias class AUROC for C4.5 classifiers tends to overestimate perfor-

mance but the bias class AUPR underestimates performance. NB classifiers show

the opposite trend, where the bias class AUROC underestimates performance but

the bias class AUPR overestimates performance. It is interesting to note this sta-

tistically significant difference in light of the fact that the AUROC and AUPR both

overestimated classifier performance in the case study.
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6.7 Comparison of AUROC and AUPR across data sets

In the previous section, we considered how AUROC and AUPR respond to differ-

ent levels and types of bias. We now compare the reliability of AUROC and AUPR in

ranking classifiers with the same level and type of bias. We used signed rank tests to

evaluate the hypothesis that the mean rank of a classifier as given by the true class

AUROC was less than or equal to the mean rank of the classifier as given by the

true class AUPR. Again, tied ranks corresponded to data sets. The test was done for

each classifier and with each type and level of bias. Significant values indicate that

the classifier’s mean ranking across data sets according to AUROC was greater than

the mean ranking across data sets according to AUPR. We also tested the opposite

hypothesis, that the mean rank of a classifier as given by the true class AUROC was

greater than or equal to the mean rank of the classifier as given by the true class

AUPR. This hypothesis corresponds to the ranking of a classifier by true class AU-

ROC being less than its ranking by true class AUPR. P-values shown in Table 6.3

reflect tests of the first hypothesis and numbers in bold indicate significance at a level

of α = 0.01 for either test. Values in bold that are greater than 0.01 indicate that

the second hypothesis was rejected.

Significant changes in the p-values in Table 6.3 indicate that the ranking of a

classifier according to the AUROC and AUPR is different. The more significant

p-values correspond to more reliably different rankings across the data sets. The

rank of C4.5 trees according to the true class AUPR tends to be greater than the

rank according to the true class AUROC in BCAR and BAR data sets and to a

lesser extent, BNAR data sets. The rank of NB classifiers according to the true class

AUROC tends to be greater than the rank according to the true class AUPR in BAR

data sets and to a lesser extent in BNAR data sets. It is interesting to note that C4.5

and NB were also the classifiers that had the most significant values in Table 6.2a

and Table 6.2b. The AUROC and AUPR both overestimated performance in the
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case study. The results in this table further confirm that the agreement between the

AUROC and AUPR in the case study is unusual.

6.8 Case study revisited

Now that we have observed how AUROC and AUPR behave with a variety of

classifiers trained on data with different systematic biases and different levels of bias,

we can make better informed conclusions about where to look for bias and what type

of bias to expect. These observations may guide us to improve the performance of

classifiers on this data.

It is important to note that the ranking rewarded by AUROC and AUPR are

different. The fact that both overestimate classifier performance in the case study

indicates that the ranking is neither optimizing completeness nor precision in the

mislabeled positive class instances. Recall that there is a known bias in the GO

feature related to how interesting researchers find particular genes or functions. Given

the behavior of AUROC and AUPR for NB classifiers in Tables 6.2 and 6.3, if the

bias in the data were BAR we would expect the AUROC and AUPR to under and

overestimate classifier performance respectively. However, both AUROC and AUPR

overestimated performance in Figure 6.1. This suggests a few possibilities. First, the

data may not be BAR. This is strongly suggested by the results in Tables 6.2-6.3 and

by our use of a reduced set of GO terms. Second, there may be a latent variable,

either “interestingness” of particular proteins to researchers or something else that

could provide the classifier vital information to improve the ranking. This may be

further suggested by the middle mode in Figure 6.2 and its correspondence with

additional mislabeled instances in Figure 6.3. Third, and most likely of all, there

may be a combination of systematic biases in the data. Each feature was drawn from

data gathered through experiments with their own biases and may combine to create
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data that seems BCAR. From this analysis, we can conclude first, that the data is

not simply BCAR, and second, that the first place to start looking for additional

features that explain the mislabeled positive class instances is the middle mode in

Figure 6.2.

6.9 Discussion

An understanding of the strengths and limitations of evaluation metrics can allow

us to use and interpret them more effectively. Knowing the expected behavior of a

performance metric under specific conditions can facilitate the detection of anomalous

behavior and help to more accurately measure performance. The expected behavior of

any combination of evaluation metric and classifier does not mean the same behavior

will be observed on a specific data set. However, it can be used to guide further

investigation and identify potential sources of systematic bias.

The approach taken in this study can be used more generally as a framework to

approach the analysis of data with a poorly defined negative class. If researchers

have access to a data set with incremental updates as we did in our case study,

then the ideas of “true class” and “bias class” can be used to make an educated

guess about what kind of bias is being added to the data set or whether multiple

sources of bias may be present. Additionally, the use of multiple evaluation metrics

helped to identify anomalous behavior while at the same time their agreement in

our case study allows us to more confidently assess the usefulness in the ranking of

false negatives. Each figure gave us further insight into the data. Namely, how the

evaluation metrics were over or underestimating performance (Figure 6.1) how the

classifier grouped the data (Figure 6.2) and how informative the ranking was about

mislabeled positive class instances (Figure 6.3.

In this work we sought to address the question “How reliable are evaluation met-

rics when the negative class contains an unknown proportion of mislabeled positive
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class instances?” We discovered that there is much that we can uncover about the

nature of bias in the data and the reliability of our evaluation. We addressed two

key questions in our investigation. First, “how do AUROC and AUPR behave under

varying levels of bias in the data set?” Our experiments show that the trend to over

or underestimate classifier performance (Table 6.2a and Table 6.2b) is fairly stable

across levels of bias. A second question addressed is, “What is the effect of different

types of bias in the data on AUROC and AUPR?” Table 6.2a and Table 6.2b indi-

cate that the type of bias does have an effect on whether the class AUROC and class

AUPR tend to under or overestimate the performance of NB and C4.5 classifiers. Of

course, it is difficult to observe the behavior of an evaluation metric outside of the

context of classifiers. Indeed, we found that different combinations of classifier and

evaluation metric have discernibly different behaviors.

One concern that arose while studying how the amount of mislabeled data af-

fects evaluation was that the class imbalance rose with the proportion of mislabeled

instances. A data set with evenly balanced classes would end up with a 19:1 class

imbalance ratio when 90% of the class labels were flipped. The added effects of the

imbalance problem could have a confounding effect on the evaluation metrics. Even

so, NB, a skew insensitive classifier, was one of the few classifiers that significantly

differently ranked by AUROC and AUPR. Regardless, because we observed changes

in AUROC and AUPR across all proportions of mislabeled instances, we feel that

the effect of the class imbalance problem is controlled in our experiments.

This study relied on an idealized scenario in which only one type of bias affected

a data set at a time through a single feature. The combinatorial problem of applying

each type of bias to each feature was prohibitive both in terms of time as well as

complexity of analysis. However, we showed that in many data sets, even if data is

mislabeled with respect to the least dependent feature—the best case scenario for

bias—AUROC and AUPR can over or underestimate classifier performance.
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We focused on AUROC and AUPR, but it is reasonable to expect still more

different behaviors from additional evaluation metrics. We intend to extend this

work to cover additional metrics, as well as a more thorough evaluation of the class

imbalance problem in this context. One future direction might be to investigate the

use of combinations of evaluation metrics to overcome individual biases. Perhaps

the tendency of AUROC to overestimate performance and the tendency for AUPR

to underestimate performance for C4.5 (and the opposite tendencies for NB) can be

used together to get a measure that is more robust to mislabeled instances. On the

other hand, variations of the parameters for these two classifiers may alleviate the

problem.
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TABLE 6.1

DATA SETS USED IN THIS STUDY.

Name Features Feature type Instances

letter 16 continuous 20000
ism 6 continuous 11180
page 10 continuous 5473
estate 12 continuous 5322
krkp 36 discrete 3196
hypo 25 mixed 3163
SVMguide1 4 continuous 3089
segment 19 continuous 2310
artificial 8 continuous 2000
splice 60 continuous 1000
tic-tac-toe 9 discrete 958
oil 49 continuous 937
pima 7 continuous 768
breast-w 9 continuous 699
credit-a 15 mixed 690
crx 15 mixed 690
vote 16 discrete 435
vote1 15 discrete 435
horse-colic 22 mixed 368
ion 34 continuous 351
bupa 6 continuous 345
heart-c 12 mixed 303
threenorm 19 continuous 300
twonorm 20 continuous 300
heart-h 13 mixed 294
breast-y 9 mixed 286
sonar 59 continuous 208
heart-v 13 mixed 200
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TABLE 6.2

TRUE CLASS VERSUS BIAS CLASS AUC.

(a) True class AUROC versus bias class AUROC. Signed rank tests compared the rank of classifiers
across data sets to determine if the mean rank given by the true class AUROC was less than or equal
to the mean rank given by the bias class AUROC.

True class AUROC versus bias class AUROC
Bias Classifier 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%

BCAR

C4.5 1.000 0.977 0.386 0.681 0.986 0.682 0.293 0.212 0.074 0.120
MLP 1.000 1.000 0.681 0.807 0.044 0.386 0.807 0.981 0.978 0.681
NB 1.000 1.000 0.681 0.977 0.977 0.977 0.825 0.117 0.963 0.979
NN 1.000 0.977 0.681 0.074 0.579 0.383 0.425 0.579 0.579 0.960
SVM 1.000 0.173 0.977 0.977 0.579 1.000 1.000 0.500 1.000 0.049

BAR

C4.5 1.000 0.026 0.003 0.000 0.000 0.000 0.001 8e-05 0.000 8e-05

MLP 1.000 0.033 0.021 0.004 0.028 0.035 0.015 0.559 0.822 0.740
NB 1.000 0.982 0.999 1.000 0.999 0.999 0.998 0.991 0.997 0.992

NN 1.000 0.932 0.426 0.911 0.986 0.999 0.987 0.999 0.975 0.719
SVM 1.000 0.977 0.978 0.991 0.975 0.956 0.995 0.954 0.912 0.918

BNAR

C4.5 1.000 0.388 0.579 0.152 0.133 0.196 0.297 0.755 0.951 0.519
MLP 1.000 0.681 0.330 0.027 0.003 0.009 0.014 0.087 0.138 0.784
NB 1.000 0.970 0.936 0.974 0.998 0.998 0.997 0.920 0.836 0.943
NN 1.000 0.286 0.283 0.548 0.666 0.813 0.500 0.696 0.529 0.529
SVM 1.000 0.977 0.500 0.579 0.500 0.087 0.500 0.173 0.060 0.153

(b) True class AUPR versus bias class AUPR. Signed rank tests compared the rank of classifiers across
data sets to determine if the mean rank given by the true class AUPR was less than or equal to the
mean rank given by the bias class AUPR.

True class AUPR versus bias class AUPR
Bias Classifier 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%

BCAR

C4.5 1.000 0.273 0.536 0.500 0.029 0.586 0.623 0.099 0.370 0.777
MLP 1.000 0.035 0.546 0.304 0.932 0.372 0.793 0.589 0.537 0.682
NB 1.000 0.133 0.060 0.120 0.286 0.867 0.286 0.536 0.030 0.021
NN 1.000 0.967 0.669 0.931 0.396 0.010 0.003 0.006 0.039 0.231
SVM 1.000 0.931 0.809 0.802 0.870 0.972 0.985 0.990 0.991 0.972

BAR

C4.5 1.000 0.952 0.996 1.000 1.000 1.000 0.998 1.000 0.998 0.995

MLP 1.000 0.812 0.992 0.994 0.982 0.625 0.749 0.625 0.571 0.401
NB 1.000 0.003 0.001 0.000 0.000 0.001 0.002 0.054 0.122 0.018
NN 1.000 0.762 0.606 0.323 0.151 0.025 0.003 0.005 0.001 0.416
SVM 1.000 0.204 0.627 0.404 0.518 0.580 0.658 0.102 0.292 0.187

BNAR

C4.5 1.000 0.647 0.897 0.792 0.860 0.853 0.329 0.240 0.554 0.918
MLP 1.000 0.637 0.964 0.810 0.500 0.841 0.970 0.988 0.837 0.935
NB 1.000 0.007 0.015 0.015 0.006 0.004 0.017 0.040 0.018 0.008

NN 1.000 0.986 0.585 0.156 0.314 0.095 0.076 0.445 0.663 0.750
SVM 1.000 0.411 0.420 0.981 0.994 0.980 0.993 0.963 0.862 0.802
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TABLE 6.3

SIGNED RANK TESTS COMPARING CLASSIFIER RANK.

True class AUROC versus true class AUPR
Bias Classifier 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%

BCAR

C4.5 0.908 0.983 0.995 0.948 0.977 0.994 0.998 0.994 0.998 0.964
MLP 0.790 0.401 0.388 0.725 0.187 0.010 0.411 0.246 0.027 0.637
NB 0.425 0.461 0.609 0.630 0.586 0.425 0.430 0.962 0.543 0.069
NN 0.521 0.722 0.596 0.500 0.691 0.226 0.023 0.058 0.412 0.187
SVM 0.234 0.076 0.036 0.139 0.102 0.102 0.016 0.170 0.087 0.864

BAR

C4.5 0.908 0.990 0.999 1.000 1.000 1.000 1.000 1.000 1.000 0.999

MLP 0.790 0.790 0.871 0.982 0.973 0.953 0.987 0.564 0.384 0.267
NB 0.425 0.045 0.004 0.001 0.001 0.001 0.000 0.006 0.005 0.030
NN 0.521 0.733 0.416 0.054 0.040 0.002 0.014 0.001 0.009 0.196
SVM 0.234 0.084 0.417 0.173 0.069 0.037 0.011 0.252 0.166 0.084

BNAR

C4.5 0.710 0.942 0.992 0.999 0.996 0.983 0.951 0.796 0.132 0.519
MLP 0.884 0.596 0.630 0.950 0.991 0.985 0.991 0.848 0.834 0.536
NB 0.427 0.172 0.163 0.057 0.005 0.006 0.022 0.152 0.065 0.241
NN 0.658 0.962 0.673 0.066 0.513 0.168 0.072 0.124 0.517 0.304
SVM 0.171 0.039 0.075 0.118 0.098 0.608 0.294 0.658 0.944 0.730

Signed rank tests compared the rank of classifiers across data sets to determine if the mean
rank given by the true class AUROC was less than or equal to the mean rank given by the
true class AUPR.
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CHAPTER 7

CURRENT INTEGRATIVE NETWORK APPROACHES

Network approaches utilize a diverse set of techniques including as components

elements of statistical and machine learning techniques. We discuss many of these

techniques in order to give context for the problem setting, the current state of

the field, and the studies in following chapters. This chapter sets the stage for the

further investigation of our primary thesis. It additionally gives context for a second

argument in this dissertation: that multiple measures should be used in addition to

heterogeneous data sets. Many recently developed techniques utilize heterogeneous

data but rely on a single measure or algorithm to identify relationships in the data.

The complexity of these approaches and the diversity in the underlying techniques for

measuring relationships in data underscore the importance of our focus in previous

chapters on how relationships in networks are measured and utilized.

7.1 Introduction

A goal of systems biology is to gain a more complete understanding of biologi-

cal systems by viewing all of their components and the interactions between them

simultaneously. Until recently, the most complete global view of a biological system

was through the use of gene expression or protein-protein interaction data. With

the increasing number of high-throughput technologies for measuring genomic, pro-

teomic, and metabolomic data, scientists now have the opportunity to create complex

network-based models for drug discovery, protein function annotation, and many

other problems. Each technology used to measure a biological system inherently
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presents a limited view of the system. However, the combination of multiple tech-

nologies can provide a more complete picture. Much recent work has studied in-

tegrating these heterogeneous data types into single networks. Here we provide a

survey of integrative network-based approaches to problems in systems biology. We

focus on describing the variety of algorithms used in integrative network inference.

Ultimately, the survey of current approaches leads us to the conclusion that there is

an urgent need for a standard set of evaluation metrics and data sets in this field.

The history of genetics has been a process of uncovering increasing amounts of

complexity and depth in biological systems. In the past, we knew that DNA was

transcribed into RNA and then translated to proteins. Our growing knowledge of

alternative splicing and other post-transcriptional regulation complicated this view.

We knew that transcription factors were the primary regulators of gene expression.

This view became complicated by our increasing knowledge of the regulating effect of

phosphorylation on transcription factors. Given the complexity of biological systems

and the certain knowledge that we do not fully understand fundamental aspects of

biology, it is important to carefully consider how prior knowledge and diverse data

types are incorporated into computational models.

As we learn more about genetics, it is becoming increasingly clear that the traits

and behaviors of organisms are emergent: they are the product of complex inter-

actions between numerous biological components. In systems biology, networks are

used to capture this complexity by modeling an entire biological system. This ap-

proach gives scientists a global view of a biological system that can enable further

understanding of the nature of human disease as well as new tools to understand the

processes driving life [122].

Networks are a versatile tool that have been used to model interactions between

numerous different biological concepts. Nodes can be used to represent genes, pro-

teins, metabolites, or any other discrete biological component or concept. Edges in
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the network may represent the relationship between a gene and a protein, similar-

ity of function between genes, or any other pair of biological concepts. Edges may

represent multiple types of relationships simultaneously. Each type of relationship

reveals unique information about an organism. For example, protein-protein interac-

tion (PPI) data reveals which proteins can physically interact, but alone it does not

impart knowledge about how an organism will react to stimuli. Similarly, gene ex-

pression data can reveal how an organism responds to stimuli in terms of the amount

of RNA produced but it does not impart any knowledge about the physical mecha-

nisms that cause change in the organism’s behavior. Therefore, the key to furthering

our understanding of biological systems the integration of diverse data types.

Differences in the underlying architecture of networks can affect their utility. Di-

rected networks such as Bayesian networks or networks that use asymmetric edge

weighting metrics implicitly contain some indication of causality [53, 119]. These

methods are well suited for making specific inferences about how the effects of a

perturbation to one or more genes will propagate through the network. Undirected

networks make fewer assumptions about how nodes are connected and are often less

computationally demanding to construct but may yield less specific information.

7.1.1 Contributions

There are a number of review articles that cover network inference. De Smet et

al. reviews network inference and integrative methods in the context of how they

approach the problem of underdetermination [36]. Sharan et al. reviews several in-

tegrative network methods in the context of clustering [127]. Hecker et al. covers

network models for time course behavior of gene expression data and integration of

heterogeneous data sources. They discuss a wide range of network inference algo-

rithms both within and outside of the context of integrative approaches. They cover

the inclusion of previous biological knowledge such as expected network topology.

100



www.manaraa.com

In terms of the integration heterogeneous data types, they primarily cover Bayesian

networks [68]. Gitter et al. survey a number of approaches to integrate time series

data with various heterogeneous data types gathered from single time points to cre-

ate dynamic regulatory networks [57]. Califano et al. review a number of integrative

networks approaches in terms of the combinations of data used [14]. They describe

how different approaches use different combinations of data types to uncover specific

relationships in the data. They also address the need for more focus on awareness

of context specific regulation in network models. Bebek et al. focus on integrative

approaches specifically used for the identification of biomarkers and the betterment

of clinical science [7]. Here, we focus on presenting a wide range of integrative model

types and exclusively on the integration of heterogeneous data. Our purpose is to

provide a familiarity with the variety of algorithms used for integration in network

models.

In Section 7.2 we discuss some of the most commonly used data types in integrative

network models. Section 7.3 covers the problem of network inference in the abstract.

In Sections 7.3.1 through 7.3.4 we discuss various approaches to network inference

and cover examples of each in some detail. Section 7.3.1 and 7.3.2 cover Bayesian

and other probabilistic networks. Section 7.3.3 discusses integration methods based

on machine learning techniques. In Section 7.3.4 we cover techniques that rely on

identifying modules in networks and context specific regulatory patterns. Finally, in

Section 7.4 we discuss some of the patterns that emerge from examining the variety

of methods discussed in the previous sections. We conclude that there is an urgent

need for consensus about how to evaluate and compare models.

7.2 Data

Each data type is collected in a unique way. Additionally, two data sets describing

the same type of data may not be comparable due to differences in scale, noisy data,

101



www.manaraa.com

or measurement errors. Therefore, normalization and the use of well curated data are

essential for meaningful comparisons between data sets and the integration of diverse

data types. For example, microarray results have been shown to vary based on the

location of probes on the chip, complicating comparisons between results gathered

with different chips [15]. Even assuming identical chips, different approaches to nor-

malization can have significant impact on the meaning of the data and on the validity

of comparisons between data sets [117]. Another complication is that there are mul-

tiple methods to measure the same data type. There are many distinct methods to

measure PPI, each with different strengths and weaknesses [22]. For example, Affin-

ity Capture-MS protein interactions are determined by using a “bait” protein that is

“captured” by a polyclonal antibody or an epitope tag. The associated partner is then

identified by mass spectrometry. An alternative approach, co-immunoprecipitation,

isolates a protein with antibodies. Interacting partner proteins are then detected

with western blotting. Different methodologies in data collection add noise or bias

in different ways that must be accounted for in analysis.

Precursors to integrative networks used microarray expression data alone to infer

regulatory and other types of relationships between genes. Microarrays enable high-

throughput measurement of the expression level of genes. Expression levels measure

the relative amount of RNA produced from the transcription of genes. RNA levels

give some indication about the amount of protein that is expected to be produced.

Since proteins are the primary causes of change in a cell, expression data can give

an indirect evidence towards answering many different questions in systems biology.

Many studies have relied on clustering and network models to identify functionally

similar genes or infer regulatory networks based on expression data [65, 30, 42, 96,

100].

Protein-protein interactions provide more direct information in the form of which

proteins physically interact. Like expression data, PPI data is commonly used to
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cluster genes or proteins or to infer networks in order to identify novel interactions

or determine function [141, 127].

Some data types are themselves integrative. The ChIP-chip technique combines

microarrays with chromatin immunoprecipitation to allow the identification of protein

binding sites on DNA [3]. This is particularly useful for the study of transcription

factors (TFs) which are proteins that transcribe DNA into RNA and are thought to

play a major role in the regulation of gene expression. Motifs or identifiable strings

of DNA can also be located computationally from sequence data to identify potential

transcription factor binding sites (TFBS). Expression quantitative trait loci (eQTLs)

use genetic variation between individuals in combination with gene expression data

to measure the association between expression levels and genotypes. An expression

trait refers to the amount of RNA produced by a gene. Each eQTL represents a

strong association between a position or locus in the genome and the expression level

of a gene. eQTLs describe the relationship between genotype and phenotype and

enable inferences about the regulatory interactions between genes [79].

Annotation data can come from many sources and can describe experimentally

or computationally derived knowledge such as functions associated with biological

components or pathways that components are a part of. The Gene Ontology (GO)

keeps curated functional annotations for genes [4]. Annotations exist in a hierarchy

such that a gene my have a number of general and specific functions. Pathway

information describes the chain of biological components involved in causing some

event or fulfilling some function in a cell. Many databases exist to curate pathway

and other data types, often for specific organisms [22, 81, 82].

One consideration that affects many data types is the experimental conditions

under which measurements are taken. For example, the expression level of genes can

change drastically based on environmental and genetic conditions [79, 74]. Common

genetic conditions include gene knockout experiments, in which a gene is made inop-
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erative, and chemical or environmental treatments. Measurements may also involve

an element of time under a condition or after a treatment.

7.3 Network Inference

The basic problem of network inference is to create a network that has a meaning-

ful topology. Ultimately this means creating a sparse network in which only important

edges are present. This is accomplished in various ways by different algorithms. In

the abstract, there are two general types of networks: distance-based networks and

probabilistic networks.

Network inference algorithms universally depend on some measure of dependence

or distance between biological components. The approach used to calculate edge

weight can have a significant effect on what is contained in the resulting network

[136, 35]. Mason et al. compared co-expression networks based on Pearson’s corre-

lation to co-expression networks based on the absolute value of Pearson’s correlation

and showed that modules in the signed network are more biologically coherent [98].

Probabilistic network inference faces a similar problem in that conditional probabil-

ities can be calculated in a number of different ways.

The fundamental assumption in relevance networks and other distance-based net-

works is that relationships between biological components can be accurately ranked

in some meaningful way. Once the relationships between all components have been

quantified, edges are removed from the network. This results in a sparse network with

some meaningful topology that is determined in part by the edge weighting method

and in part by the pruning criterion. Each approach makes different underlying as-

sumptions that can impact the information contained in the network. Relevance net-

works make inherent assumptions in the choice of weighting method and the pruning

approach. The underlying assumption is that the weighting method correctly ranks

edges in terms of importance. Zhou et al. use Pearson’s correlation to infer a co-
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expression network for yeast [158]. They use the shortest paths between all nodes

in the network to identify functionally related genes. This approach assumes that

transitive relationships that are represented in the network may be as important to

understand relationships between genes as direct relationships. ARACNE makes the

opposite assumption and explicitly disallows triangles in the network, assuming that

all triangles contain an indirect relationship that should not be explicitly represented

in the network [96].

Additional approaches in this category use LASSO (Least Absolute Shrinkage and

Selection Operator) or related linear methods to explicitly penalize and eliminate

weak relationships [142]. LASSO and related approaches optimize the parameter

vector of linear equations such that their ℓp norm is less than or equal to a given

value. LASSO’s constraint is based on the ℓ1 norm whereas other approaches may

use different norms or a combination of norms as is the case with elastic nets [88]. Such

approaches are used to discover a sparse topology and replace an arbitrary threshold

with a more principled one [51, 129, 62]. One recent related integrative approach

uses Multi-Block Partial Least Squares (sMBPLS) to find sets of input variables

from multiple data types including copy number variation, DNA methylation, and

microRNA expression that together explain the gene expression in cancer data [90].

Wenyuan et al. use a tensor-based approach to identify sets of recurring subgraphs

from large sets of heterogeneous biological networks [89]. This approach is similar to

LASSO and similar approaches in that the sparseness of the resulting networks are

controlled primarily through the choice of ℓp norm in the objective function.

Other approaches that can be described by the category of distance-based net-

works focus on machine learning techniques such as feature selection and decision

trees. MRNET uses a maximum-relevance minimum-redundancy feature selection

method to identify important neighbors for every node. After the pairwise mutual

information between expression levels of all genes is calculated, edges are effectively
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pruned by the feature selection algorithm. For each node, the algorithm selects the

neighbor with the highest mutual information that has the lowest redundancy with

the neighbors already selected. Neighbor selection stops when the score of the next

best neighbor is below a threshold [100].

Probabilistic or graphical models represent the dependence between random vari-

ables as nodes in a network. Edge weights represent conditional probabilities. This

approach naturally captures the noise and stochastic nature of biological data.

7.3.1 Bayesian networks

Bayesian networks are one of the most commonly used methods of integrating

diverse biological data types. They describe biological data as random variables.

Using this approach, measurements of a gene’s expression levels may be interpreted

as samples from a random variable. Relationships in Bayesian networks are directed,

reflecting the conditional dependence between variables. As such, they are often

interpreted as causal. This interpretation allows Bayesian networks to represent

pathways and to be used to predict the effect of perturbations to the system. Bayesian

networks can be discrete, continuous, or a mixture of both.

Discrete Bayesian networks model the probability of discrete states. For example,

an edge between nodes A and B can indicate the probability that gene B is highly

expressed given the state of gene A. Discrete Bayesian networks may require that each

node have a prior distribution to represent the possible prior states of the variable.

A model relying only on the frequency of observed values may be unable to assign a

probability to new observations if they do not fall within the observed range. Discrete

Bayesian networks can model relationships in the data relatively concisely with a

conditional probability table for each node that lists the probability of each state given

the inputs. One drawback is that discretization of the data may lead to information

loss. Bayesian networks that use continuous variables rely on conditional probability
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densities instead of conditional probability tables. Continuous variables may also

be modeled using linear conditional densities, in which the conditional density of a

node X is dependent on its parents as shown in Equation 7.1. The equation shows

that the conditional density of X given its parents p is linearly dependent on the

values of the parents. It is common to use a normal distribution in this approach.

Continuous Bayesian networks do not lose information due to discretization but it

is more computationally complex to infer the continuous model than the discrete

model.

P (X|p1, ..., pn) = N(β0 +

n
∑

i

βi ∗ pi, σ2) (7.1)

There are three major steps in Bayesian network inference. First, a structure

must be proposed. Second, the parameters or probabilities associated with edges and

nodes must be set. Third, networks must be evaluated to determine how well they

model the data. These steps are commonly used iteratively to propose a structure

and parameters, then evaluate it against further structural changes. This process

allows a search through potential Bayesian network models.

Identifying edges in the network is a critical step in Bayesian network inference, as

the direction of edges can greatly affect the interpretation of the model. The presence

or lack of edges between nodes can also have a large effect as it determines the con-

ditional relationships between variables. The most straightforward method to infer

network structure would be to exhaustively compare every possible network. This

approach is prohibitively expensive, as the number of possible networks grows super

exponentially with the number of nodes [107]. Practical methods rely on sampling

or heuristics to reduce the search space dramatically.

The sparse candidate algorithm relies on simple local statistics such as correlation

to identify potential parents for each gene [53]. It greatly reduces the search space by

evaluating edges only between a node and its candidate set. The algorithm can then
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use hill-climbing or a divide and conquer approach to determine edges. Choices made

early in the assignment of edges can result in a restricted search space. Therefore,

the algorithm iteratively creates a network then updates the candidate parent sets for

each node by replacing nodes in node X’s candidate set with a transitive relationship

with nodes that had a weaker dependency with X.

Sampling methods such as the Metropolis-Hastings algorithm can be used to re-

duce computational cost of structure learning at the expense of an accurate descrip-

tion of the data. Sampling and other inexact techniques are often used repeatedly

and then averaged to form a single network. Alternatively, one model or a few ’good’

models can be selected as representative of all possible models. This process is called

model selection when one network is chosen or selective model averaging if multiple

representative networks are averaged [99].

Model parameters in Bayesian networks are conditional probability distributions

or tables. A continuous node may assume that the observed data come from a normal

distribution. However, the parameters of the distribution, the mean and standard

deviation, may be incorrect. If the assumed distribution or prior is incorrect then

the calculated probability of an observed instance and the fit of the network to the

data will be incorrect. Parameter fitting is the process of calculating the priors and

conditional probabilities in the network.

In Equation 7.2, D is the data, E is background knowledge, and θ is the model.

p(θ|E) and p(θ|D,E) are the prior and posterior probability distributions for the

model θ, respectively. The prior describes the agreement between the prior knowledge

and the network. The posterior describes how well the model fits the observed data.

We direct the reader to Heckerman and Needham et al. for a more thorough treatment

of parameter fitting and the selection of priors [69, 107].

p(θ|D,E) =
p(θ|E)p(D|θ, E)

p(D|E)
(7.2)
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There are two primary ways to include prior knowledge in Bayesian networks.

The first is to constrain the edges in the structure learning step. This is a commonly

used approach to integrate heterogeneous biological knowledge [159, 66]. The second

is to update the priors in an iterative process. Often, a Bayesian network will be

inferred and the parameters fitted to one type of biological knowledge, then priors

are updated to take into account additional sources of data iteratively [139, 76].

Zhu et al. use a mixture of constrained and prior-updated techniques to integrate

data types into a Bayesian network. They use the sparse candidate algorithm to

infer structure in Bayesian networks based on only expression data, based on eQTL

data, and based on expression data, eQTL data, TFBS, and PPI data [159]. For

each network type, they learned 1000 networks and determined a consensus network

that consisted of edges that were present in at least 30% of the networks. Loops

were resolved by removing the weakest edge. Prior knowledge gained from eQTL

data was incorporated by constraining edge direction such that genes with cis-acting

eQTLs (as defined in Doss et. al. 2005) are considered as potential parent nodes for

genes with trans-acting eQTLs in the same region of the genome [40]. Representative

genes were used to incorporate TFBS and PPI data. They used a set of genes that

were determined to be the most strongly associated with a transcription factor to

represent each transcription factor in the network. The prior probability that the

gene associated with a transcription factor is the parent of other genes that carry

the TFBS was proportional to the number of expression traits correlated with the

transcription factor’s expression levels. The inferred networks were evaluated in terms

of predicting functional categories from the Gene Ontology, predicting genes regulated

by various transcription factors, and predicting the response of gene expression to

gene knockout experiments.
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7.3.2 Other probabilistic networks

While Bayesian networks are a popular approach to integrating diverse data types,

there are many other network models that rely on a probabilistic interpretation of

the data. As is the case with Bayesian networks, learning the structure of proba-

bilistic models in general can be computationally prohibitive. Structure learning for

probabilistic graphical models has been the subject of much recent research. Wain-

wright et al. use ℓ1 regularized logistic regression to learn the structure of each

node’s neighborhood in a Markov network [150]. Other approaches make the struc-

ture learning problem tractable by restricting the model’s structure. Choi et al.

propose algorithms to learn tree-structured probabilistic models [20]. Srebro controls

the tree-width (maximum clique size) of Markov networks in order to limit the com-

putational cost of inferring network structure while providing a provable performance

bound [134]. This is by no means an exhaustive list of approaches to infer proba-

bilistic networks. Many approaches fit a prior distribution to the data in order to

measure explanatory power. Friedman and Nachman use Gaussian processes to learn

the structure of Bayesian networks [52]. Gaussian processes model the relationship

between a set of variables and an output variable by defining a mean function and a

covariance function over the random input variables. In this approach, response vari-

ables are modeled as mixtures of related Gaussians. In this framework, the structure

of a candidate network can be evaluated by computing the marginal likelihood of the

data given the structure.

Tu et al. use a stochastic network to integrate PPI, TFBS, phosphorylation,

eQTL, and expression data in order to identify causal genes and regulatory pathways

[143]. Their model works under the assumption that causal or regulating genes in the

network regulate their targets through either direct or indirect effects on the activity

of transcription factors. They take into account the possibility that transcription

factors can be regulated at the protein level. They also make the common assumption
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that gene activity correlates with gene expression. Protein-protein interactions are

represented in the network as undirected edges, protein phosphorylation and TFBS

are represented as directed edges. Each node has a set of transcription factors that

bind to it and a set of genes with eQTLs that are candidate regulators. For each

node in the network they estimate the likelihood that every neighboring gene is the

cause for its expression by calculating Pearson’s correlation between the expression

level of the two genes. The algorithm determines the causal regulator of gene G by

taking random walks without cycles along the edges in the network until it reaches

a candidate eQTL gene. They used this algorithm on subsets of expression data

from specific treatments as well as with bootstrapped samples to observe variation

in transcription factor activity and account for variation in expression levels. The

method was evaluated by comparing predicted relationships against a compendium

of gene knock-out expression data.

Lee et al. propose a method to represent functional associations between biological

components. They use a Bayesian statistics approach to determine the likelihood that

genes are functionally linked based on evidence from heterogeneous data sources [86].

They use microarray data, phylogenetic profiles, PPI, functional linkages from text

mining, as well as four other data types. Their log-likelihood score compares the

frequency of linkages in each data type between genes that share a pathway to the

frequency of linkages between genes that do not share a pathway. In Equation 7.3,

P (L|E) is the frequency of linkages (L) in a data type (E) between genes in the same

pathway, ∼ P (L‖E) is the frequency of linkages between genes in different pathways

for the data type. P(L) and ∼ P(L) are the total frequency across data types of all

linkages between genes sharing a pathway and not sharing a pathway, respectively.

LLS =
P (L|E)/ ∼ P (L|E)

P (L)/ ∼ P (L)
(7.3)

This method relies on the use of the KEGG (Kyoto Encyclopedia of Genes and
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Genomes) pathway and sub-cellular location data as ground truth data for the calcu-

lation of LLS [81]. The use of a common ground truth allows scores for different types

of data to be meaningfully compared. The resulting integrative network showed im-

proved accuracy in terms of linking genes that share pathways in the KEGG database

over other methods.

Other methods integrate diverse data types and model the stochastic nature of

biological systems use hidden Markov models, Markov networks, and näıve Bayes

models [44, 38, 146].

7.3.3 Statistical and machine learning approaches

Machine learning and statistical approaches are distance based as many provide

some confidence or probability that a prediction is correct. They tend to be different

from other distance based methods in that the distances are often determined in a

supervised manner.

SEREND is a semi-supervised network construction method that integrates TFBS,

DNA sequence binding motifs, and gene expression data to predict transcription

factor-gene interactions [45]. It uses a logistic regression classifier for expression

data and sequence motif data, then combines the two in a hierarchical classification

scheme by training a third logistic regression classifier on the output of the other

two classifiers. Features for the classification of expression data were from 455 ex-

pression experiments from a compendium of treatment experiments. Each instance

corresponded to a gene. Class labels were activated by a transcription factor, re-

pressed by a transcription factor, or not regulated by a transcription factor. The

motif classifier used only a single feature to classify genes as regulated by the tran-

scription factor or not regulated by the transcription factor. If the meta-classifier

found that there was enough evidence that a non-regulated gene was regulated by a

transcription factor, then the algorithm would switch the label from not regulated to
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regulated and update the weights for all classifiers. This process allows SEREND to

iteratively expand its predictions about transcription factor-gene relationships until

they converge. SEREND was evaluated in terms of how well it recovered gene targets

that were verified in a ChIP-chip data set.

Hwang et al. use a few statistical methods to combine p-values from different

data sets [75]. They use an ensemble of Fisher’s weighted F, Mudholkar-George’s

weighted T, and Liptak-Stouffer’s weighted Z where the weight is a measure of the

relative statistical power for each data set. They determine a combined weight by

comparing a hypothetical weight distribution to an observed distribution. The re-

sulting integrative network has a p-value for each node and edge that indicates the

confidence that the node or edge belongs in the network. Multiple approaches were

tested on simulated data sets, which allowed a comparison on the basis of ground

truth data.

The modENCODE Consortium is a group that collects a great deal of diverse data

about the model organism Drosophila [103]. They use correlated activity patterns

from over 700 data sets to define a functional regulatory network. They use logistic

regression to classify promoters as active or inactive based on chromatin modification,

TFBS, and nucleosome physical properties. The resulting probabilities are used to

weight the confidence of each regulatory edge in the network. They evaluated inferred

networks based on the enrichment in the network compared to randomized networks

of GO terms, correlation of gene expression across time, frequency of protein-protein

interactions in the network, and other metrics.

The STRING (Search Tool for the Retrieval of Interacting Genes) database is

a collection of data for the understanding of functional interactions among proteins

[138]. Interactions in the database come from many curated data sets from multiple

organisms as well as from text mining the literature, predicted interactions from

gene co-expression and cross-genome homology. Each interaction in the database has
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a confidence score assigned to it based on benchmarks against a trusted PPI data

source, the KEGG database. Each data source is individually benchmarked and then

combined in a näıve Bayesian approach by simply multiplying the normalized scores

together. Interactions with more support from multiple sources of data will naturally

have a higher combined score. STRING is properly a search tool rather than an

integrative network inference method. As such, it does not attempt to evaluate the

resulting network but provides the ability to alter the data types included, as well as

access the raw data.

An alternative approach to modeling heterogeneous data in a single network is

to use multiple edge types in what is called a multi-relational network. Davis and

Chawla use a multi-relational network approach to make predictions about disease

occurrence in patients and study the relationship between diseases and genes [32].

They combine a network of disease co-morbidity data with a network of genes related

to each other by their relationship to the same disease. They then use a link prediction

method that uses a triad census (counting the occurrences of sets of three nodes with

each possible combination of edges) as the basis to predict unknown genetic links.

Predicted links were benchmarked against a number of canonical link prediction

methods and performance was measured in terms of area under the ROC curve, and

the precision-recall curve.

7.3.4 Modular networks and condition specific regulators

One of the fundamental problems in creating a network model for regulatory

interactions in the genome is that the regulatory program of a cell appears to change

under different conditions [124]. Network modules can be viewed as discrete groups

composed of many types of molecules whose function is separable from other modules.

The aggregate expression of these modules may have condition specific regulators.

Integrative network approaches to modeling condition specific regulatory networks
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rely on compendiums of expression data from different experimental conditions and

commonly use TFBS, ChIP-chip, or other protein-DNA interaction data [83, 55, 94].

SAMBA integrates heterogeneous data from gene expression, PPI, phenotypic

sensitivity, and TFBS sources into a probabilistic bipartite network in order to iden-

tify genes with common behavior across experiments [140]. The nodes on one side

of the network are genes and the other side are properties of genes or proteins.

Weighted edges in the network between node N and property P are interpreted as

the probability that node N has property P. Property nodes can indicate anything

from interaction with a specific protein to different levels of discretized gene expres-

sion. Subgraphs are scored based on the log ratio of the observed topology under two

statistical models, a model for the dependency expected in modules and a model for

the background dependency. Biclustering is used to identify gene sets that share sets

of properties. Modules are evaluated in terms of functional enrichment based on the

Gene Ontology. It finds complete bipartite subgraphs with high density by using a

hashing technique to find ’seed’ nodes and then using a local search to identify other

nodes in the module.

DISTILLER is an integrative framework to identify condition-dependent modu-

larity and regulatory relationships [87]. It uses an efficient item set mining algorithm

to identify modules. It starts with “seed” modules, consisting of a small number of

genes that are co-expressed in a sufficiently large number of conditions and share mo-

tifs for the same regulators. Seed modules are expanded to nodes that do not violate

the module properties. A drawback of the item set mining approach is that it can be

difficult to identify the most interesting modules from the large amount of potentially

redundant output. DISTILLER ranks modules by a measure that takes into account

how much they help to cover the entire condition space and their redundancy with

already ranked modules. DISTILLER was evaluated in terms of precision and recall

on a ChIP-chip gold standard data set.
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7.4 Discussion

While there are many benefits to integrating diverse data types, integration of

prior knowledge may reinforce bias in network models to the detriment of new dis-

coveries. For example, a number of networks papers have observed that many bio-

logical networks appear to have scale-free topology [80, 148]. In response, methods

to infer or evaluate networks based on their topology have been developed. Networks

inferred using this criterion will systematically overlook possible networks with alter-

native architectures [156]. There is evidence that this may be happening as many of

the observed scale-free topologies in biological networks may not truly be scale free.

Clauset et al. showed that the methods used to measure scale-free topology in many

preceding studies of biological networks were unable to distinguish between power-

law distributions (such as scale-free) and a number of other distinct distributions

[26]. Bias may also enter into models through other prior knowledge. For example,

Zhu et al. and Tu et al. both constrain their models to use trans-acting eQTLs to

constrain edges but the definition of trans acting is different [159, 143].

Network inference methods that are constrained to include edges from PPI, TFBS,

eQTL, or other data may reinforce bias in the models as they do not allow room for

error in the data. Less constrained approaches avoid this problem but may add a

more subtle bias to the model. Many integrative network approaches construct a

single network by integrating data based on a single algorithm [159, 66, 45]. As is

the case with different types of data, different algorithms contain different biases.

Bayesian approaches that create an ensemble or consensus model with Monte Carlo

techniques may suffer less from this type of bias but may reduce bias further by use

of fundamentally different algorithms.

The problem of evaluation is made extraordinarily difficult in systems biology by

the scarcity of ground truth data. Even curated data sets such as PPI data from

KEGG that are used to benchmark novel methods are based on uncertain data. The
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problem of network evaluation has been noted before in the single data type network

inference problem [95]. Marbach et al. propose a unifying approach to the evaluation

of network models that includes common evaluation metrics and simulated data.

While these are excellent suggestions, the problem is made much more complicated

by the diversity of data involved in integrative methods.

Any single type of data presents a one-dimensional view of a biological system.

Therefore, evaluation based on a single data type may not be a baseline for the

performance of an integrative method. Furthermore, different approaches tend to

use different amounts and types of data, making the actual methods themselves very

difficult to compare. There are, of course, high-confidence experimentally derived

interactions, but it can be difficult to locate and identify them. Databases such

as STRING, KEGG, and modENCODE will be critical for the future progress of

integrative network models because they provide this service. The creation of a

common body of data for evaluation and a standard for evaluation methods for

integrative network approaches would allow integrative network algorithms to be truly

compared. This in turn could help us to better understand the complex interplay of

diverse data types.

To gain a real understanding of biological systems it is critical to understand not

only the network inference methods but how they interact with specific data types

and how choices of parameters in the algorithms, such as cutoffs for edge inclusion,

edge weighting measure, or the type of biological experiment that produced the data

all work together. Chapter 8 discusses these concerns and some of the assumptions

inherent in many current network models.
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CHAPTER 8

WHAT MAKES A GOOD NETWORK?

Having discussed many current approaches to modeling biological systems as net-

works in Chapter 7, we now focus on how the questions that we investigated in

previous chapters still apply to these recent integrative models. Namely, can we im-

prove these models by the use of targeted measures for relationships in the data, as

we did in Chapter 3? The answer to this question depends on the kind of information

captured by different data types and even individual data sets. Ultimately, we need

to know whether models that integrate heterogeneous data through the use of a single

measure are taking advantage of domain knowledge appropriately. In this chapter

we show through the evaluation of simple network models that these are important

concerns for the state of the art models discussed in Chapter 7 and indeed for data

science in general.

8.1 Introduction

Networks provide an intuitive representation of complex biological data. However,

a scientist interested in modeling, for example, gene expression data as a network is

quickly confounded by the fundamental problem: how to construct the network? Of

course, it is fairly easy to construct a network, but is it the network for the problem

being considered? This is an important problem with three fundamental issues: How

to weight edges in the network in order to capture actual biological interactions?

What is the effect of the type of biological experiment used to collect the data from
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which the network is constructed? How to prune the weighted edges (or what cut-

off to apply)? Differences in the construction of networks could lead to different

biological interpretations.

Indeed, we find that there are statistically significant dissimilarities in the func-

tional content as well as topology between co-expression networks constructed using

different edge weighting methods, data types, and edge cut-offs. We show that dif-

ferent types of known interactions, such as those found through Affinity Capture-

Luminescence or Synthetic Lethality experiments, appear in significantly varying

amounts in networks constructed in different ways. Hence, we demonstrate that dif-

ferent biological questions may be answered by the different networks. Consequently,

we posit that the approach taken to build a network can be matched to biological

questions to get targeted answers. More study is required to understand the implica-

tions of different network inference approaches and to draw reliable conclusions from

networks used in the field of systems biology.

High-throughput biological data such as protein-protein interactions (PPIs), gene

expression profiles, and metabolic interactions contain information about how differ-

ent components of a cell interact in concert and can be used, for example, to elucidate

potential drug targets and to further our understanding of disease [149, 147]. Because

biological data are generally noisy and expensive to obtain, modern “systems biol-

ogy” has produced integrative analysis frameworks to help overcome the challenges

and pitfalls of these important collections.

One particular analysis is network-driven, where genes can be nodes and specific—

but different—approaches are often used to infer edges that predict relationships be-

tween them [105, 77]. For example, gene co-expression networks constructed with

correlation-based measures have been used to identify transitive relationships [158],

gene regulatory patterns [148], and biological modules [98]. Further, they have been

successfully combined with transcription factor, eQTL, and PPI data into integra-
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tive Bayesian networks [159]. Gene expression networks are therefore one commonly

used example of a complex model built from the high-throughput biological data

collections.

Despite their importance in systems-level analysis, however, there is currently is

no consensus about how to construct biological networks. Moreover, the link between

a chosen network inference method to network topology and functional content (i.e.,

how to generate edges that encapsulate some biological knowledge) is not well under-

stood. If the choice of a specific network construction has significant effects on the

subsequent interpretation, biological advances will be significantly challenged unless

done with considerable care.

To demonstrate this point, we investigate how variables in network construction

affect the content of the resulting networks. Gene co-expression networks are com-

monly constructed as follows. Given a gene expression data set, the strength (or

weight) of the co-expression relationship between each pair of genes can be quanti-

fied in a number of ways, each of which may be revealing different biological insights

[120, 98]. Then, an arbitrary cut-off is chosen in order to include only the strongest

edges into the network [13, 36, 97, 6]. If the edge strength is positively correlated

with the underlying biological knowledge, then the choice of a cut-off can be a major

factor in determining the network’s ability to accurately uncover this knowledge.

Here we report significant differences in the biological information captured us-

ing two different types of gene expression data sets and different choices of network

inference variables. This work shows that substantial care must accompany network

analysis and is driven by the principle of induction: to conclude that a network con-

struction variable has an effect, it is enough to find an example of two different choices

for the variable (e.g., two different edge weighting measures) that result in significant

differences; this constitutes a proof that the choice for that variable matters. And

given one such example, it stands to reason that there may be other choices for the
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variable (e.g., other edge weighting measures) that also result in network differences.

Because many other network inference methods rely on choosing an edge weighting

method and a cut-off, this study also has broad implications.

8.2 Our approach

In brief, we studied the effects of different edge weighting methods, data types,

and edge cut-offs on the functional content and topology of resulting networks.

Edge weighting methods. To maximize the significance of the observations de-

rived from the experiments discussed in the next sections, we chose commonly used

edge weighting methods: correlation-based measures (Pearson’s correlation in partic-

ular) and mutual information (MI) (see Methods). Pearson’s correlation is vulner-

able to perturbation from outliers and is constrained in that it captures only linear

relationships. Mutual information is the common alternative, and has been used

extensively in relevant frameworks such as ARACNE [96], MRNET [100], and CLR

[47].

Data types. Because not all genes are active at all times, under all conditions, or

in all strains [79, 74], we studied the effect of the type of biological experiment used

to collect gene expression data. We constructed networks from expression data ob-

tained from two types of biological experiments: line cross [11] and treatment. In the

line cross experiment, two strains of yeast (Saccharomyces cerevisiae) were crossed

and microarray experiments were performed on the strains and their progeny. In the

treatment experiment, the same species of yeast was subjected to different chemicals

or mutations before having expression levels measured through microarray experi-

ments [74] (see Methods). These are two very different types of experiments, which

could affect the functional content and topologies of gene co-expression networks

created from the data.
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Edge cut-offs. For each combination of edge weighting method and data type we

first constructed a network containing the top k strongest edges by varying k from

0% to 100% of the strongest edges (in increments of 6,000 edges). For our more

detailed analyses, we focused on stronger edges by varying k from 2,500 to 75,000 of

the strongest edges (in increments of 2,500 edges).

Evaluation. To evaluate how accurately a given co-expression network captured

existing biological knowledge, we tested whether edges in the network corresponded

to known interactions (e.g., PPIs), as well as whether genes that were connected

by an edge in the network shared Gene Ontology annotations. This is a common

approach to evaluation of biological networks [36, 145, 105, 4, 47, 95] We focused

on yeast data types (see above) because yeast is among the most studied and best

annotated species to date.

Summary. We show that different network inference strategies result in networks

that may contain answers to distinct biological questions. These results and conclu-

sions highlight challenges in network construction, along with their impact, which

most urgently require the attention of the systems biology community.

8.3 Results

We constructed networks using each combination of edge weighting method, data

type, and edge cut-off. We then compared networks of a given size constructed from

the same data type but using different edge weighting methods. We additionally

compared networks of a given size constructed using the same edge weighting method

but from different data types. This was done for each of the edge cut-offs.
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8.3.1 Does the choice of edge weighting method, data type, and edge cut-off affect

the functional content of networks?

8.3.1.1 Different networks uncover different amounts of known interactions and

shared Gene Ontology

We measured the functional content of networks in terms of known interactions

and shared Gene Ontology (GO) terms (see Methods). These are commonly used

approaches to evaluate the extent to which networks reflect existing biological knowl-

edge [36, 145, 105, 4, 47, 95].

Specifically, we computed precision, recall, and the F-score in a network as fol-

lows. Precision is the proportion of edges in the network that correspond to known

interactions or whose end nodes share a GO term. Recall is the proportion of the

known interactions or gene pairs sharing a GO term that are in the network. Because

there is a trade-off between precision and recall, in the sense that higher precision

means lower recall and vice versa, the two measures were combined into F-score, their

harmonic mean (see Methods). We computed precision, recall, and F-score for each

combination of edge weighting method and data type, varying edge cut-off from 0%

to 100%.

We found that the choice of edge weighting method affected the functional con-

tent in terms of both known interactions (when known interactions are combined

independent of interaction type) and shared GO terms. Networks constructed with

correlation nearly always had higher precision and recall (Figure 8.1), as well as

F-score (Figure 8.2) than networks constructed with mutual information. This in-

dicates that correlation-based networks more accurately uncover existing biological

knowledge. This was much more pronounced for the line cross data than for the

treatment data. The choice of data type also affects functional content: precision and

recall were higher for networks constructed from the line cross data than for networks
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constructed from the treatment data. This was more pronounced for correlation than

for mutual information.

Figure 8.1. Precision-recall curves measuring how accurately networks
constructed in different ways capture known biological knowledge. Panel
(a) shows curves for networks constructed from the line cross data with

respect to shared GO terms. Panel (b) shows curves for networks
constructed from the treatment data with respect to shared GO terms.
Panel (c) shows curves for networks constructed from the line cross data
with respect to known interactions. Panel (d) shows curves for networks
constructed from the treatment data with respect to known interactions.
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As expected, precision tended to decrease and recall tended to increase with an

increase in edge cut-off, independent of edge weighting method or data type. This

was true for both known interactions and shared GO terms. However, at smaller cut-

offs, precision tended to drop significantly. Hence, the edge cut-off just before this

drop in precision could be a good cut-off for constructing the network. Alternatively,

one could choose the cut-off where precision and recall cross or where F-score starts

to decrease (e.g., see “peaks” in Figure 8.2 c and d). Ultimately, which edge cut-off

to choose depends on one’s preference for the trade-off between precision and recall

or the desired network density. We conclude that the smaller the edge cut-off, the

higher the precision, the lower the recall, and the sparser the network.

Note that, whereas uncovering existing knowledge is desirable for the purpose

of testing the accuracy of network construction, there is no reason to assume that

gene co-expression networks should fully uncover existing knowledge, as each piece

of biological data could be capturing somewhat complementary functional slices of a

cell.

8.3.1.2 Different methods uncover different types of known interactions

We also evaluated known interactions in greater detail by focusing on individual

interaction types, instead of considering all known interactions combined as done

above. For each network and interaction type, we counted how many interactions

of the given type were present in the network. We then computed the probability

of observing the same or higher number of interactions of the same type in the net-

work purely by chance using the model of hypergeometric distribution (see Methods).

Here, instead of varying the edge cut-off over the entire [0%, 100%] range, as above,

we varied it from 2,500 to 75,000 edges in increments of 2,500 edges, hence focusing

on stronger edges only. Such a more detailed, type-specific analysis of known interac-

tions allowed us to make more biologically relevant observations about the potential
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Figure 8.2. F-scores at different edge cut-offs measuring how accurately
networks constructed in different ways capture known biological knowledge.
Panel (a) shows F-scores for networks constructed from the line cross data
with respect to shared GO terms. Panel (b) shows F-scores for networks
constructed from the treatment data with respect to shared GO terms.

Panel (c) shows F-scores for networks constructed from the line cross data
with respect to known interactions. Panel (d) shows F-scores for networks
constructed from the treatment data with respect to known interactions.

differences in the functional content between networks constructed in different ways.

We found that the choice of edge weighting method affected the functional content

in terms of individual interaction types (Figures 8.4, 8.5, and 8.6, and Figure 8.3).

For example, if we focus on Affinity Capture-RNA interactions, we observe that the

choice of edge weighting method made a noticeable difference for the the line cross
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data: the presence of interactions of this type was statistically significant in networks

constructed using correlation at each of the 30 cut-offs, while it was not significant

in networks constructed using mutual information at any of the 30 cut-offs. On the

other hand, the choice of edge weighting method made a small difference for the

treatment data when it came to this interaction type: the presence of interactions of

this type was statistically significant in networks constructed using both correlation

and mutual information at most of cut-offs, and the two edge weighting methods

differed in only six out of the 30 cut-offs (Figure 8.6). Hence, the choice of data type

also affected the functional content in terms of individual interaction types.

Note that the significance of the enrichment of a network constructed using one

edge weighting method is often different than when using another edge weighting

method. The same holds for using one data type compared to using another data

type. This observation, specifically that significance may be unique to one edge

weighting approach or one data type (see Methods), allowed us to quantify these

differences further and determine that:

1. The difference between mutual information and correlation is more pronounced in
the line cross data than in the treatment data, independent of the edge cut-off:
the number of known interaction types (out of 26 of them) at which we observed
a difference between the two edge weighting methods varied between 7 (27%) and
14 (54%) for line cross data and between 3 (12%) and 8 (31%) for the treatment
data, depending on the edge cut-off (Figure 8.5 a).

2. The difference between the line cross data and the treatment data is more pro-
nounced for correlation than for mutual information, independent of the edge
cut-off: the number of known interaction types (out of 26 of them) at which we
observed a difference between the two data types varied between 8 (31%) and 15
(58%) for correlation and between 4 (15%) and 13 (50%) for mutual information,
depending on the edge cut-off (Figure 8.5 b).

3. Although there are some exceptions, for each of the two results above the differ-
ences tended to decrease with an increase of the edge cut-off used (Figures 8.5 a
and b).

We reached the same conclusions when we counted, for each known interaction

type, at how many of the 30 edge cut-offs the significance of the network constructed

using one edge weighting method and one data type is different than the significance
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Figure 8.3. Heat maps showing the significance of the enrichment of a
network of a given size (x-axis) in known interactions of a given type

(y-axis) according to the hypergeometric test (see Methods). Significance is
denoted by the darkness of the color, black being the most significant;
significance diminishes as the color approaches white. Panel (a) shows

enrichment results for networks constructed from the line cross data using
mutual information. Panel (b) shows enrichment results for networks
constructed from the line cross data using correlation. Panel (c) shows

enrichment results for networks constructed from the treatment data using
mutual information. Panel (d) shows enrichment results for networks

constructed from the treatment data using correlation.
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Figure 8.4. Heat maps showing where the enrichment of a network of a
given size (x-axis) in known interactions of a given type (y-axis) is
statistically significant (denoted by black color) according to the

hypergeometric test (see Methods). The cut-off for statistical significance
was computed at a False Discovery Rate (FDR) of 0.05. Panel (a) shows
enrichment results for networks constructed from the line cross data using
mutual information. Panel (b) shows enrichment results for networks
constructed from the line cross data using correlation. Panel (c) shows

enrichment results for networks constructed from the treatment data using
mutual information. Panel (d) shows enrichment results for networks

constructed from the treatment data using correlation.
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Figure 8.5. The absolute differences between networks constructed using
different edge weighting methods (a) or data types (b) at different edge
cut-offs (x-axis) with respect to the number of known interaction types
that the networks are statistically significantly enriched in (y-axis). That

is, based on Figure 8.4, for a given data type (line cross or treatment), for a
given cut-off, we count for how many of the 26 known interaction types the
significance of the enrichment of the network constructed using mutual
information is different than the significance of the enrichment of the

network constructed using correlation (panel (a)). By “different”, we mean
that the enrichment with respect to one edge weighting method is

significant (denoted by black color in Figure 8.4), while it is not significant
with respect to the other edge weighting method (denoted by white color in

Figure 8.4). Analogously, for a given edge weighting method (mutual
information or correlation) and a given cut-off, we count for how many of
the 26 known interaction types the significance of the enrichment of the

network constructed from the line cross data is different than the
significance of the enrichment of the network constructed from the
treatment data (panel (b)). Now, by “different”, we mean that the

enrichment with respect to one data type is significant (denoted by black
color in Figure 8.4) while it is not significant with respect to the other data

type (denoted by white color in Figure 8.4).
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Figure 8.6. The absolute differences between networks constructed using
different edge weighting methods (a) or data types (b) at different edge
cut-offs (x-axis) with respect to the number of known interaction types
that the networks are statistically significantly enriched in (y-axis). That

is, based on Figure 8.4, for a given data type (line cross or treatment), for a
given cut-off, we count for how many of the 26 known interaction types the
significance of the enrichment of the network constructed using mutual
information is different than the significance of the enrichment of the

network constructed using correlation (panel (a)). By “different”, we mean
that the enrichment with respect to one edge weighting method is

significant (denoted by black color in Figure 8.4), while it is not significant
with respect to the other edge weighting method (denoted by white color in

Figure 8.4). Analogously, for a given edge weighting method (mutual
information or correlation) and a given cut-off, we count for how many of
the 26 known interaction types the significance of the enrichment of the

network constructed from the line cross data is different than the
significance of the enrichment of the network constructed from the
treatment data (panel (b)). Now, by “different”, we mean that the

enrichment with respect to one data type is significant (denoted by black
color in Figure 8.4) while it is not significant with respect to the other data

type (denoted by white color in Figure 8.4).
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of the network constructed using either the different edge weighting method or the

different data type:

1. The difference between mutual information and correlation is more pronounced
in the line cross data than in the treatment data: in the line cross data, mutual
information and correlation were different at 20-30, 10-19, 5-9, and 0-4 out of the
30 cut-offs for 8, 0, 3, and 15 out of the 26 known interaction types, respectively,
while in the treatment data, mutual information and correlation were different for
3, 3, 3, and 17 out of the 26 known interaction types interaction types, respectively
(Figure 8.6 a).

2. The difference between the line cross data and the treatment data is more pro-
nounced for correlation than for mutual information: for mutual information, the
line cross data and the treatment data were different at 20-30, 10-19, 5-9, and 0-4
out of the 30 cut-offs for 5, 2, 2, and 17 out of the 26 known interaction types,
respectively, while for correlation, the line cross data and the treatment data were
different for 9, 2, 3, and 12 out of the 26 known interaction types, respectively
(Figure 8.6 b).

3. The majority of the known interaction types show disagreement between the line
cross data and the treatment data: only 11 out of the 26 known interaction types
showed agreement between the line cross data and the treatment data in the sense
that the number of cut-offs in which correlation and mutual information differ was
similar (i.e., within the same bin, where the bins are 20-30, 10-19, 5-9, and 0-4)
for the two data types.

4. The majority of the known interaction types show disagreement between corre-
lation and mutual information: only 11 out of the 26 known interaction types
showed agreement between correlation and mutual information in the sense that
the number of cut-offs in which the line cross data and the treatment data differ
was similar (i.e., within the same bin, where the bins are 20-30, 10-19, 5-9, and
0-4) for the two edge weighting methods.

Table 8.1 further supports the above conclusions: for the majority (18-21 out of

26) of known interaction types, there is a statistically significant difference (p-value

≤ 1.7 × 10−03) between the different edge weighting methods and data types with

respect to the proportion of known interactions that they uncover across networks

(corresponding to the 30 different cut-offs).

8.4 Tables
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TABLE 8.1: P -VALUES FROM SIGNED-RANK TESTS COMPARING
DIFFERENT EDGE WEIGHTING METHODS AND DATA TYPES.

Line cross & MI v.
Line cross & Correla-
tion

Treatment & MI v.
Treatment & Corre-
lation

Treatment & MI v.
Line cross & MI

Treatment & Corre-
lation v. Line cross
& Correlation

Affinity
Capture-Luminescence

1.0×10+00 1.3×10−06 1.5×10−05 1.0×10+00 3.5×10−04 1.0×10+00 9.1×10−07 1.0×10+00

Affinity Capture-MS 1.0×10+00 9.3×10−10 9.8×10−01 2.4×10−02 9.8×10−01 2.4×10−02 9.1×10−07 1.0×10+00

Affinity Capture-RNA 1.0×10+00 9.1×10−07 4.4×10−06 1.0×10+00 1.0×10+00 2.9×10−06 2.9×10−05 1.0×10+00

Affinity
Capture-Western

1.0×10+00 1.1×10−04 3.0×10−03 1.0×10+00 1.0×10+00 3.2×10−05 1.1×10−02 9.9×10−01

Biochemical Activity 1.0×10+00 1.6×10−04 NA NA 3.6×10−04 1.0×10+00 1.4×10−05 1.0×10+00

Co-crystal Structure 1.0×10+00 9.3×10−10 3.3×10−04 1.0×10+00 1.0×10+00 1.2×10−05 9.1×10−07 1.0×10+00

Co-fractionation 1.0×10+00 9.1×10−07 3.2×10−04 1.0×10+00 1.4×10−06 1.0×10+00 9.1×10−07 1.0×10+00

Co-localization NA NA NA NA NA NA NA NA

Co-purification 1.0×10+00 9.1×10−07 3.6×10−04 1.0×10+00 1.0×10+00 3.2×10−05 9.1×10−07 1.0×10+00

Dosage Growth Defect 1.0×10+00 1.9×10−03 1.0×10+00 1.6×10−04 NA NA 9.9×10−01 1.8×10−02

Dosage Lethality 1.0×10+00 2.0×10−06 1.0×10+00 8.3×10−04 1.0×10+00 1.3×10−06 7.8×10−04 1.0×10+00

Dosage Rescue 1.0×10+00 9.1×10−07 9.6×10−01 4.1×10−02 2.8×10−01 7.3×10−01 1.3×10−06 1.0×10+00

Far Western 1.0×10+00 1.9×10−03 1.3×10−06 1.0×10+00 1.0×10+00 1.3×10−06 1.0×10+00 4.8×10−05

FRET 1.1×10−04 1.0×10+00 1.0×10+00 2.2×10−05 1.3×10−06 1.0×10+00 2.0×10−06 1.0×10+00

Continued on next page
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Line cross & MI v.
Line cross & Correla-
tion

Treatment & MI v.
Treatment & Corre-
lation

Treatment & MI v.
Line cross & MI

Treatment & Corre-
lation v. Line cross
& Correlation

PCA 1.0×10+00 9.1×10−07 1.3×10−06 1.0×10+00 1.0×10+00 1.2×10−05 9.1×10−07 1.0×10+00

Phenotypic
Enhancement

1.0×10+00 2.1×10−04 1.3×10−06 1.0×10+00 1.6×10−05 1.0×10+00 9.1×10−07 1.0×10+00

Phenotypic Suppression 1.0×10+00 3.0×10−06 6.5×10−06 1.0×10+00 9.7×10−05 1.0×10+00 3.0×10−06 1.0×10+00

Positive Genetic 1.0×10+00 9.1×10−07 3.3×10−06 1.0×10+00 8.9×10−01 1.1×10−01 9.3×10−10 1.0×10+00

Protein-peptide 1.0×10+00 9.3×10−10 1.6×10−05 1.0×10+00 1.0×10+00 1.4×10−06 9.1×10−07 1.0×10+00

Protein-RNA 1.0×10+00 4.4×10−06 1.3×10−03 1.0×10+00 9.1×10−07 1.0×10+00 9.1×10−07 1.0×10+00

Reconstituted Complex 1.0×10+00 3.0×10−06 6.5×10−06 1.0×10+00 1.0×10+00 9.1×10−07 4.4×10−06 1.0×10+00

Synthetic Growth Defect NA NA NA NA NA NA NA NA

Synthetic
Haploinsufficiency

1.0×10+00 9.1×10−07 4.3×10−05 1.0×10+00 1.0×10+00 9.3×10−10 2.0×10−06 1.0×10+00

Synthetic Lethality NA NA NA NA NA NA NA NA

Synthetic Rescue 1.0×10+00 9.3×10−10 1.0×10+00 9.1×10−07 9.5×10−01 5.5×10−02 9.3×10−10 1.0×10+00

Two-hybrid 1.0×10+00 9.1×10−07 4.0×10−04 1.0×10+00 1.2×10−03 1.0×10+00 9.1×10−07 1.0×10+00

Significant differences 21 19 18 21

P -values from signed-rank tests comparing different edge weighting methods and data types with respect to the proportion of known interactions
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of a given type (out of the total number of edges in the network) across 30 networks corresponding to the 30 cut-offs. For each of the 26 known

interaction types, for each combination of the edge weighting method and data type, for each of the 30 cut-offs, we compute the proportion of

known interactions of the given type out of all edges in the network constructed using the given edge weighting method, data type, and cut-off.

Then, we compare the 30 resulting values corresponding to the 30 cut-offs between networks constructed from linecross data using correlation

and networks constructed from linecross data using mutual information, between networks constructed from treatment data using correlation and

networks constructed from treatment data using mutual information, between networks constructed from linecross data using correlation and networks

constructed from treatment data using correlation, and between networks constructed from linecross data using mutual information and networks

constructed from treatment data using mutual information. The p-value on the left of a given cell in the table tests whether the median rank of the

first set of the 30 values is greater than or equal to the median rank of the second set of the 30 values. The p-value on the right of the cell tests

whether the median rank of the second set of the 30 values is greater than or equal to the median rank of the first set of the 30 values. If the p-value

is below a given cut-off (see below), the difference in the median ranks between two given sets is considered to be statistically significant (and is

bolded in the table). We used the S̆idák correction for multiple testing to identify a stringent p-value cut-off, corresponding to the 0.05 cut-off. The

S̆idák correction is similar to the Bonferroni correction but assumes independence of individual tests [130]. The extent to which interaction types are

independent is unclear but it is common to assume independence in the case of uncertainty. Correcting for 26 tests corresponding to the 26 known

interaction types, the p-value cut-off is 1.7×10−03. The “NAs” correspond to no observations being made for the given interaction type. The last

row counts the number of known interaction types out of 26 of them for which at least one of the two p-values is below the cut-off.
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8.4.0.3 Different network construction methods target different biological questions

In addition to quantifying the differences in the functional content between net-

works constructed using different edge weighting methods or data types, as above, we

also qualitatively studied which combination of edge weighting method and data type

can (or fails to) capture a given known interaction type. For each known interaction

type, we checked whether its enrichment was significant in the majority of the 30

networks (corresponding to the 30 cut-offs) constructed using the given edge weight-

ing method and data type. We then grouped known interaction types into those

that were significantly enriched for both correlation and mutual information in both

the line cross data and the treatment data, those that were significantly enriched for

both correlation and mutual information in the line cross data but only for mutual

information in the treatment data, those that were significantly enriched for both

correlation and mutual information in the treatment data but only for correlation in

the line cross data, . . . , and those that were significantly enriched for neither corre-

lation nor mutual information in neither the line cross data nor the treatment data

(Table 8.2).

Only 6 out of the 26 known interaction types were found by both edge weighting

methods in both data types. Specifically, if one’s goal was to construct networks

that would enrich for Affinity Capture-MS, Co-crystal Structure, Co-fractionation,

Positive Genetic, Synthetic Rescue, or Two-hybrid interactions, one could use either

of the two edge weighting methods or data types (Table 8.2). Note however, that the

actual interactions uncovered by the different networks could be different, because

the overlap between the networks is small (Section 8.4.1.1). Seven of the 26 known

interaction types are missed by both edge weighting methods in both data types.

In other words, neither the two edge weighting methods nor data types considered

in this study enriched for Co-localization, Dosage Growth Defect, Phenotypic En-
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hancement, Phenotypic Suppression, Protein-peptide, Synthetic Growth Defect, or

Synthetic Lethality interactions.

Clearly for 6+7 = 13 out of the 26 known interaction types, all four combinations

of edge weighting methods and data types agree. For the same number of known in-

teraction types, however, at least two of the four combinations disagree. For example,

there exist interaction types that were captured by correlation in the line cross data

but not in the treatment data. Also, there exist interaction types captured by mutual

information in the treatment data but not in the line cross data. Interestingly, there

are no interaction types captured by mutual information in the line cross data but

not in the treatment data or by correlation in the treatment data but not in the line

cross data (Table 8.2).

8.4.0.4 Bottom line

All of the above results demonstrate that networks constructed in this study with

different combinations of edge weighting methods or data types were enriched with

different functional content. Therefore, we have strong evidence that both the edge

weighting method and the type of biological experiment underlying the data affect the

functional content of networks, implying that they can optimized to answer certain—

but different—biological questions.

8.4.1 Does the choice of edge weighting method, data type, and edge cut-off affect

the topology of networks?

8.4.1.1 Overlap of networks constructed in different ways is small

Considerable topological differences between networks constructed in different

ways were immediately apparent based on the intersection of their edges (Table 8.3).

Intersections were calculated between pairs of networks of a given size that shared

either edge weighting method or data type. Because the size of the intersection be-
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tween the networks appeared to have a linear relationship with the cut-off (networks

with more strict cut-offs had nearly the same proportion of overlap as networks with

less strict cut-offs), the intersections were averaged over different network sizes. Such

averaged intersections were smaller between networks constructed by using the same

edge weighting method but different data sets than between networks constructed

by using the same data set but different edge weighting method (Table 8.3). This

indicates that the choice of the data set may have a stronger effect on network con-

struction than the choice of the edge weighting method. Nonetheless, the intersection

was relatively small between all compared networks. This is an important result, since

it is likely that different edges would lead to different biological interpretations, which

is exactly what we demonstrated in the previous section.

8.4.1.2 Networks constructed in different ways have different topological properties

By comparing overall topological characteristics of networks constructed using

different edge weighting methods or data types, we found that networks varied as

follows. In general, average clustering coefficients (see Methods) were higher for

networks constructed using mutual information than for networks constructed using

correlation, independent of the data type, and they were higher for networks con-

structed from the line cross data than for networks constructed from the treatment

data, independent of the edge weighting method (Figure 8.7 a). Figure 8.7 b and Fig-

ure 8.7 c further demonstrate topological differences between networks constructed

with different edge weighting methods and data types. For example, networks for

the line cross data and correlation had the most connected components (Figure 8.7

b) but they had the second fewest nodes involved in the components (Figure 8.7 c),

indicating that these networks had many small components. On the other hand, net-

works for the treatment data and mutual information in general had the second fewest
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connected components (Figure 8.7 b) but they had the most nodes involved in the

components (Figure 8.7c), indicating that these networks had few large components.

To further understand the observed topological differences, we focused on one

of the 30 analyzed edge cut-offs: 25,000. We chose the cut-off of 25,000 because it

is a compromise between the the peak precision in Figures 8.1 a-d. We compared

the different networks corresponding to this cut-off with respect to the clustering

coefficient, closeness centrality, and betweenness centrality spectra (see Methods).

Topological differences were immediately apparent. For example, in the line cross

data-based networks, average clustering coefficients tended to decrease as node de-

grees increased for mutual information, whereas this was not necessarily the case for

correlation (Figure 8.8 a). Clustering spectra were also different for the line cross

data-based networks (Figure 8.8 a) and treatment-based networks (Figure 8.8 b):

correlation-based networks in particular appear to have almost the opposite trends

for the two data types. The observed differences were statistically significant for each

pair of clustering spectra, both when the data type was shared but the edge weighting

method was different (p-values < 2.2× 10−16) and when the edge weighting method

was the same but the data type was different (p-values of 0.008 and < 1.07× 10−15)

(Figure 8.8).

Similar observations were made with respect to closeness centrality spectra. For

example, in the line cross data-based networks, while average closeness centralities

were higher for correlation than for mutual information for low-degree nodes, they

were lower for correlation than for mutual information for high-degree nodes (Fig-

ure 8.9 a). While the observed difference between the two edge weighting methods

was not statistically significant for the line cross data (p-value of 0.3511), it was sta-

tistically significant for the treatment data (p-value of 0.0063; Figure 8.9 b). Further,

the difference between closeness spectra was statistically significant when the edge

weighting method is the same but the data type is different, with respect to both
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correlation (p-value of 2.81× 10−6) and mutual information (p-value of 1.6 × 10−12)

(Figure 8.9).

Betweenness centrality spectra are statistically significantly different for all four

combinations of edge weighting methods and data types as well (Figure 8.10).

We conclude that networks constructed using different edge weighting methods

or data types have different topologies.

8.5 Discussion

The network construction problem is analogous to the problem of clustering genes

based on similarity between their expression profiles [65, 30, 42]. Many clustering

algorithms exist (each with its (dis)advantages [49, 133, 71]) that attempt to group

together genes that have similar expression with respect to some distance metric.

Hence, analogous to a network construction method, a clustering method first com-

putes distances (or equivalently, similarities) between each pair of genes. Then, it

partitions the resulting weighted fully connected network by employing a distance

cut-off to determine cluster membership [67]. Examples of popular clustering meth-

ods in this context include Walktrap [114] and Markov Clustering (MCL) [154]. The

wide variety of available algorithms typically result in different clustering solutions,

for reasons that are analogous to those studied in this paper.

One goal of this work was to study the effect of the choice of edge weighting

method on the functional content and topology of the resulting network. We note

that this is not the first study to analyze how different edge weighting methods affect

biological content of the networks. For example, it has been found that modules in

networks constructed with signed correlation show different functional enrichment

than modules in networks constructed with the absolute correlation [98], and that

correlation and mutual information are strongly related in the treatment data when

their values are high [136]. This is the first study, however, to analyze how the choice
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of edge weighting method affects networks in terms of individual interaction types.

This study is also more comprehensive than the previous ones because it examines

multiple edge weighting methods and data types.

Our hypothesis is that the two edge weighting methods might be capturing differ-

ent types of relationships. For example, Figure 8.11 represents a known Biochemical

Activity interaction for which the gene pair ranking is discordant, i.e., high with re-

spect to one edge weighting method but low with respect to the other edge weighting

method. Figures 8.12 and 8.13, on the other hand, represent known Synthetic Lethal-

ity interactions in the line cross data and the treatment data, respectively, for which

the gene pair rankings are consistent across the two edge weighting methods—both

rank each of these gene pairs high. Note that in our study we focus on answering

whether different edge weighting methods captured different functional content to

bring this important issue to the attention of the community, not on answering why

different types of known interactions were captured differently by the different net-

works. The later is an important but complex question that is out of the scope of

this study.

Another goal of this work was to study whether the type of biological experi-

ment underlying the data affects the functional content of inferred networks because

different types of biological experiments are expected to capture somewhat comple-

mentary aspects of the cell [79, 74]. To our knowledge this is the first study explicitly

comparing networks constructed from line cross data with networks constructed from

treatment data. We note that since we use one data set of each type, and since we do

so for one species, our results should be used with caution: it is difficult to determine

how much of the variation between the different networks is due to the data type

versus noise in these particular data sets. Nonetheless, our analysis could be used

as a strong suggestion that data types considered should also be carefully chosen to

match the desired biological question(s).
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Finally, we studied the effect of edge cut-off on resulting networks. There are a

number of approaches to choosing a cut-off for network construction, including the

precision-recall trade-off (Section 8.3.1.1), the approximate topology of the resulting

network, or the false discovery rate (FDR) [16, 145]. Under the assumption that gene

co-expression networks should capture known biological knowledge, be it interactions,

GO functional similarity, or anything else, the strongest relationships should hold

the most reliable known biological information (which would be reflected in higher

precision at lower edge cut-offs).

We demonstrated systematically and comprehensively that the four combinations

of edge weighting methods and data types disagreed with respect to the functional

content and topology of the corresponding networks. Because the overlap was small

between networks constructed in different ways, and since their overall topologies

were different, it is no surprise that the different networks led to different biological

interpretations. We showed that: (1) of the two edge weighting methods, correla-

tion seemed to more accurately uncover existing biological knowledge, especially for

the line cross data; (2) of the two data types, the line cross data seemed to more

accurately uncover existing biological knowledge, especially for correlation; (3) the

strongest edges indeed hold the most reliable known biological information; (4) the

difference between mutual information and correlation was more pronounced in the

line cross data than in treatment data, independent of the edge cut-off; (5) the dif-

ference between the line cross data and the treatment data was more pronounced for

correlation than for mutual information, independent of the edge cut-off; (6) the dif-

ferences in points (4) and (5) above tended to decrease with an increase of the cut-off;

(7) the type of experiment underlying the data can have at least as much of an effect

on the functional content of networks as the choice of edge weighting method; and (8)

different types of known interactions could be uncovered with different combinations

of edge weighting methods and data types.
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In summary, these results demonstrate that there is no single correct way to con-

struct a network—and different approaches can produce different networks that are

better suited to answer different biological questions. For example, using correlation

and treatment data results in networks that contain the most significant amounts

of Synthetic Lethality interactions among all considered networks. Thus, this com-

bination of edge weighting method and data type may be the most appropriate for

studying genes that are essential to an organism’s survival in combination with other

genes. However, the same networks are the worst in terms of capturing Far Western

interactions, which are a type of protein-protein interaction data set. As such they

should probably not be used to study molecular processes that are carried out via

physical interactions between proteins. We conclude that the three ubiquitous factors

in network inference that were considered in this study each have significant effects

on the functional content and topology of resulting biological networks and therefore

do matter for future work in systems biology.

8.6 Methods

8.6.1 Data

8.6.1.1 Gene expression data sets

We use gene expression data resulting from two types of experiments: line cross

and treatment.

In the line cross experiment, expression levels were measured from 130 segregants

of a cross of two strains of yeast [11]. Just as Smith et al., we used all probes for

which more than 80% of the expression data was present, resulting in a total of

5,829 unique open reading frames [131]. We measured the strength of relationships

between genes by relying on the normalized log ratios provided. Expression values

for repeated probes were averaged. Line cross experiments can reveal relationships
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between heritability and expression [79].

In the treatment experiment, 300 expression profiles were generated from mu-

tant or chemical-treated cultures for 6,314 open reading frames. We measured the

strength of relationships between 6,207 unique ORFs by relying on p-values result-

ing from a gene-specific error model that accounts for variation in genes as well as

variation across chips [74]. Repeated measurements were averaged. Treatment ex-

periments cause perturbations (whether due to environment or mutation) that affect

gene expression levels and thus enable one to elucidate relationships between genes

that may not be evident when the cell is “at rest” [112].

8.6.1.2 Known interactions

By known interactions, we mean the set of interactions that are already available

in public databases. Known interactions are a valuable collection of ground truth

data, but the completeness of the data can vary greatly between organisms. For exam-

ple, baker’s yeast (Saccharomyces cerevisiae) is relatively well characterized, whereas

non-model organisms, such as the pathogen of malaria (Plasmodium falciparum),

are not. Hence, in our study, we focus on the well-studied yeast. Known interac-

tions of various types were obtained from SGD (Saccharomyces Genome Database)

(Table 8.4). 17 of the 26 interaction types have more than 500 genes involved into

the corresponding interactions, and 14 of the 26 interaction types have more than

1,000 genes involved into the corresponding interactions (Table 8.4). Hence, known

interaction data provides a strong basis for network comparison. Different interac-

tion types describe relationships between genes that were discovered in experiments

with different biological meanings. For example, Affinity Capture-MS interactions

are determined by using a “bait” protein that is “captured” by a polyclonal antibody

or an epitope tag. The associated partners are then identified by mass spectrome-

try. Affinity Capture-MS interactions typically correspond to physical interactions
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between proteins. In contrast, Synthetic Lethality interactions are determined by

observing when mutations or deletions in separate genes, each of which causes a

minimal change in phenotype alone, result in lethality to a cell.

8.6.1.3 Gene Ontology data

The Gene Ontology (GO) assigns biological process, molecular function, and cel-

lular component labels (i.e., terms) to genes. GO terms are arranged in a hierarchical

fashion. Genes that share a GO term are typically functionally related and may thus

be more likely to interact than genes that do not share a GO term. We use GO-

slim biological process data [22]. GO-slim terms are a reduced set of GO terms

corresponding to higher levels of the GO hierarchy.

8.6.2 Edge weighting methods

We measure the strength of the relationship between two genes by using either a

signed variation of Pearson’s correlation or mutual information.

8.6.2.1 Correlation

The signed variation of Pearson’s correlation is given in Equation 8.1 [98].

signed correlation(x, y) =
1 + correlation(x, y)

2
(8.1)

8.6.2.2 Estimation of mutual information

Mutual information is a measure of the mutual dependence of two random vari-

ables (Equation 8.2) [98].

MI(X, Y ) =
∑

xǫX

∑

yǫY

p(x, y)log[
p(x, y)

p(x)p(y)
] (8.2)
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Calculation of mutual information is complicated by two factors. First, there are

a low number of instances from which to estimate probability distributions. Second,

expression data is continuous. To overcome these issues, we utilized the Parzen

window approach to density estimation [110]. Equation 8.3 estimates the density

function p̂(x) over N samples of variable x:

p̂ =
1

N

N
∑

i=1

δ(x− x(i), h) (8.3)

where δ(...) is the Parzen window function described in Equation 8.4, x(i) is the ith

sample, and h is the window size. When d = 1, this equation returns the estimated

marginal density. When d = 2, it gives an estimate of the joint density, p(x, y), which

can be used to calculate the mutual information in Equation 8.2.

δ(z, h) =
exp

(

−zTΣ−1z
2h2

)

(2π)d/2hd|Σ|(1/2) (8.4)

In Equation 8.4, z = x − x(i), h is the window size, d is the dimension of the

sample, and σ is the covariance of z. Further details and the implementation used

are described in [113].

8.6.3 Evaluation

Precision and recall are defined in terms of true positives (tp), false positives (fp),

and false negatives (fn). In the case of the networks we consider, a true positive is

an edge in the network that corresponds to a known interaction or whose end nodes

share a GO term. A false positive is an edge in the network that is not among the

known interactions or whose end nodes do not share a GO term. A false negative is

a pair of genes that are linked by a known interaction or that share a GO term but

that are not linked by an edge in the network. Equations 8.5 and 8.6 define precision

and recall.
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precision =
tp

tp+ fp
(8.5)

recall =
tp

tp+ fn
(8.6)

Precision-recall curves have been identified as useful alternatives to ROC curves in

situations in which there is a large imbalance in the data [84, 85]. Namely, with only

220,009 known interactions and 5,892,199 pairs of genes that share a GO term out of

approximately 18 million possible edges, the problem of network inference qualifies

as imbalanced.

Increase in precision typically results in decrease in recall, and vice versa. The

F-score reconciles precision and recall by combining them into a single score, namely

their harmonic mean (Equation 8.7).

F-score = 2 ∗ precision ∗ recall
precision + recall

(8.7)

Given a network constructed using a given edge weighting method, data type,

and edge cut-off, for each known interaction type, we counted how many interactions

of the given type are present in the network. Then, we computed p, the probability

of observing the same or higher number of interactions of the same type purely by

chance, by using the model of hypergeometric distribution. If we denote by N the

number of possible edges, bym the total number of known interactions of a given type,

by n the number of edges in the network, and by k the number of known interactions

of a given type that are in the network, the probability of observing exactly k known

interactions in the network purely by chance is computed as shown in Equation 8.8.

Then, to compute probability p, we sum Equation 8.8 over all possible numbers of

known interactions equal to or greater than k.
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P (X = k) =

(

m
k

)(

N−m
n−k

)

(

N
n

) , (8.8)

Given a set of networks corresponding to 30 different edge cut-offs in the [2,500,

75,000] range, where the same edge weighting method and the data type are used

for all 30 networks, we form a vector of 30 probabilities p for the set, where the

probabilities are computed for a given known interaction type as explained above. We

then compare two vectors of 30 elements corresponding two network sets constructed

using the same data type but different edge weighting methods (Table 8.1). We also

compare vectors of 30 elements corresponding to two network sets constructed using

the same edge weighting method but different data types (Table 8.1). We do this for

each known interaction type. We compare any two vectors by using the Wilcoxon

signed-rank test, a nonparametric analog of the t-test [37].

8.6.4 Topological analysis of networks

We use three topological measures in our analysis: the clustering coefficient, the

closeness centrality, and the betweenness centrality [101, 102].

The clustering coefficient of node v describes the proportion of v’s neighbors that

are connected to each other. It is computed as shown in Equation 8.9, where d is the

number of neighbors of v and k is the number of connected pairs of the neighbors

[93]. The global clustering coefficient of the network is the average of the clustering

coefficients of all nodes.

clustering coefficient(v) =
2k

d(d− 1)
(8.9)

The closeness centrality of node v measures the distance from v to every other

node t in the network. It is computed as shown in Equation 8.10, where SP (v, t) is

the length of the shortest path between nodes v and t, and V is the set of nodes of
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the network [121].

closeness centrality(v) =
1

∑

tεV SP (v, t)
(8.10)

The betweenness centrality of node v measures the proportion of shortest paths

in the network that go through v. It is computed as shown in Equation 8.11, where

SPst is the number of shortest paths between nodes s and t and SPst(v) is the number

of shortest paths between s and t that pass through v [50].

betweenness centrality(v) =
∑

s 6=v 6=tεV

SPst(v)

SPst
(8.11)

For each of the three measures, we compute the corresponding “spectrum” as

the average over all nodes of degree k, for each value of k. For example, clustering

spectrum of a network is the average clustering coefficient of all nodes of degree

k in the network (Figure 8.8). Spectra are often displayed in log scale for ease of

interpretation.
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TABLE 8.2

COMBINATIONS OF EDGE WEIGHTING METHODS/DATA TYPES

FOR WHICH THE GIVEN INTERACTION TYPE IS SIGNIFICANTLY

ENRICHED AT THE MAJORITY OF EDGE CUT-OFFS.

Combinations of edge weighting methods/data types Interaction types

Found by both correlation and mutual information in both the line
cross data and the treatment data.

Affinity Capture-MS

Co-crystal Structure

Co-fractionation

Positive Genetic

Synthetic Rescue

Two-hybrid

Found by both correlation and mutual information in the line cross
data but only by mutual information in the treatment data.

Affinity
Capture-Luminescence

Found by both correlation and mutual information in treatment
data but only by correlation in line cross data.

Affinity Capture-RNA

Reconstituted Complex

Found by both correlation and mutual information in line cross data
but none of correlation or mutual information in treatment data.

Biochemical Activity

FRET

Found only by correlation in line cross data and only by mutual
information in treatment data.

Synthetic
Haploinsufficiency

Found by neither correlation nor mutual information in treatment
data, but found only by correlation in line cross data.

Co-purification

Dosage Lethality

Dosage Rescue

PCA

Protein-RNA

Found by neither correlation nor mutual information in line cross
data, but found only by mutual information in treatment data.

Affinity Capture-Western

Far Western

Found by neither correlation nor mutual information in neither line
cross data nor treatment data.

Co-localization

Dosage Growth Defect

Phenotypic Enhancement

Phenotypic Suppression

Protein-peptide

Synthetic Growth Defect

Synthetic Lethality
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TABLE 8.3

EDGE OVERLAP BETWEEN NETWORKS CONSTRUCTED USING

DIFFERENT DATA TYPES AND EDGE WEIGHTING METHODS.

Line cross Treatment Correlation MI

mean 30.85% 40.23% 11.98% 14.06%

min 29.41% 32.08% 9.23% 11.70%

max 33.12% 45.82% 13.37% 18.82%

stdev 0.51% 4.30% 1.35% 2.13%

Edge overlap between networks constructed using different data types and edge weighting meth-
ods, averaged over all edge cut-offs. Each column denotes the edge weighting method or data type
used as the basis for comparison between networks. The column denoted by “Line cross” compares
networks constructed from the line cross data using correlation to networks constructed from the
line cross data using mutual information. The column denoted by “Treatment” compares networks
constructed from the treatment data using correlation to networks constructed from the treatment
data using mutual information. The column denoted by “Correlation” compares networks con-
structed from the line cross data using correlation to networks constructed from the treatment
data using correlation. The column denoted by “MI” compares networks constructed from the line
cross data using mutual information to networks constructed from the treatment data using mutual
information.
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Figure 8.7. Global clustering coefficient (a), the number of connected
components with at least two nodes (b), and the number of nodes that

participate in the connected components (c) for networks constructed from
a given data type (line cross or treatment) using a given edge weighting

method (correlation or mutual information) at a given edge cut-off (x-axis).
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Figure 8.8. Clustering spectra for networks constructed from the line cross
data (a) and the treatment data (b) at the edge cut-off of 25,000. We

compared with a t-test pairs of blue and red spectra within panels, which
share the same data type but differ in the edge weighting method. We also

compared pairs of blue and blue spectra or red and red spectra across
panels, which share the same edge weighting method but differ in the data
type. The two spectra in panel (a) as well as the two spectra in panel (b)
were statistically significantly different with p-values < 2.2× 10−16. The

two correlation-based spectra (blue) across the two panels were statistically
significantly different with a p-value of 0.008. The two mutual

information-based spectra (red) across the two panels were statistically
significantly different with a p-value of 1.07× 10−15.
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Figure 8.9. Closeness spectra for networks constructed from the the line
cross data (a) and the treatment data (b) at the edge cut-off of 25,000.
We compared with a t-test pairs of blue and red spectra within panels,
which share the same data type but differ in the edge weighting method.
We also compared pairs of blue and blue spectra or red and red spectra
across panels, which share the same edge weighting method but differ in

the data type. The two spectra in panel (a) were not statistically
significantly different (p-value of 0.3511). The two spectra in panel (b)
were statistically significantly different with a p-value of 0.0063. The two
correlation-based spectra (blue) across the two panels were statistically
significantly different with a p-value of 2.81× 10−6. The two mutual

information-based spectra (red) across the two panels were statistically
significantly different with a p-value of 1.6× 10−12.

154



www.manaraa.com

Figure 8.10. Betweenness spectra for networks constructed from the the
line cross data (a) and the treatment data (b) at the edge cut-off of

25,000. We compared with a t-test pairs of blue and red spectra within
panels, which share the same data type but differ in the edge weighting
method. We also compared pairs of blue and blue spectra or red and red
spectra across panels, which share the same edge weighting method but
differ in the data type. The two spectra in panel (a) as well as the two

spectra in panel (b) were statistically significantly different with p-values <
2.2× 10−16. The two correlation-based spectra (blue) across the two panels
were statistically significantly different with a p-value of 3.3× 10−7. The
two mutual information-based spectra (red) across the two panels were

statistically significantly different with a p-value of 9.6× 10−11.
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Figure 8.11. Expression levels in the line cross data of two genes that share
a known Biochemical Activity interaction and for which the correlation is
low while the mutual information is high. Namely, the correlation has a

value of -0.742330 and the mutual information has a value of 0.157230. The
correlation between these two genes is greater than the correlation between
0% of all pairs of genes in the data. The mutual information between these
two genes is greater than the mutual information between 99.2% of all pairs

of genes in the data.
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Figure 8.12. Expression levels in the line cross data of two genes that share
a known Synthetic Lethality interaction and for which both the correlation
and the mutual information are high. Namely, the correlation has a value
of 0.958520 and the mutual information has a value of 0.863000. The

correlation between these two genes is greater than the correlation of 99.8%
of all pairs of genes in the data. The mutual information between these two
genes is greater than the mutual information between 99.9% of all pairs of

genes in the data.
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Figure 8.13. Expression levels in the treatment data of two genes that
share a known Synthetic Lethality interaction and for which both the

correlation and the mutual information are high. Namely, the correlation
has a value of 0.858660 and the mutual information has a value of

0.347460. The correlation between these two genes is greater than the
correlation of 99.7% of all pairs of genes in the data. The mutual
information between these two genes is greater than the mutual
information between 99.9% of all pairs of genes in the data.
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TABLE 8.4

THE NUMBER OF KNOWN INTERACTIONS OF A GIVEN TYPE

AND THE NUMBER OF GENES FROM EACH OF THE TWO DATA

SETS THAT ARE INVOLVED IN THE CORRESPONDING

INTERACTIONS.

Known interaction type Number of
interactions

Number of genes
from line cross

data

Number of genes
from treatment

data

Affinity Capture-Luminescence 32 11 11
Affinity Capture-MS 58,861 3,972 4,123
Affinity Capture-RNA 6,961 3,044 3,170
Affinity Capture-Western 12,165 2,383 2,470
Biochemical Activity 9,447 1,820 1,888
Co-purification 2,238 871 898
Co-crystal Structure 324 220 224
Co-fractionation 1,120 557 572
Co-localization 719 353 366
Dosage Growth Defect 476 258 269
Dosage Lethality 1,128 505 521
Dosage Rescue 6,554 1,930 1,999
Far Western 100 74 80
FRET 194 90 92
PCA 8,569 1,474 1,521
Phenotypic Enhancement 7,959 1,885 1,952
Phenotypic Suppression 5,672 1,363 1,406
Positive Genetic 24,810 2,806 2,915
Protein-RNA 772 380 391
Protein-peptide 208 112 116
Reconstituted Complex 3,996 1,374 1,421
Synthetic Growth Defect 26,944 2,869 2,974
Synthetic Haploinsufficiency 396 199 202
Synthetic Lethality 20,899 2,691 2,792
Synthetic Rescue 5,606 1,616 1,673
Two-hybrid 13,863 3,152 3,268

The number of known interactions of a given type and the number of genes from each of the
two data sets that are involved in the corresponding interactions. There are 5,829 shared
genes between the two data sets, with a total of 5,913 genes in the line cross data and a
total of 6,207 genes in the treatment data.
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CHAPTER 9

INTEGRATING HETEROGENEOUS NOISY DATA WITH DOMAIN

EXPERTISE TO IMPROVE DATA UNDERSTANDING

As discussed in Chapter 7, many recently developed models for systems biology

depend on the integration of heterogeneous data to increase predictive ability or the

confidence of general biological knowledge. As we have shown in Chapters 3 and 8, it

is also important to carefully consider the way in which relationships are measured.

Here we present an approach that benefits from exploratory analysis and expert use

of domain knowledge. It utilizes both heterogeneous data and domain-knowledge

guided measurement of features. This work is a strong piece of evidence in support

of our view that good data science comes from the fusion of domain knowledge and

data mining. In this chapter we discuss an approach that became the winning entry to

the 2011 Dialogue on Reverse Engineering Assessment Methods (DREAM) challenge.

The DREAM challenge is an annual competition in which cutting edge approaches

to open problems in computational biology are pitted against each other [137]. One

of the challenges for 2011 was prediction of promoter activity based on promoter

sequence. Promoters are sections of DNA that occur near genes. Proteins responsible

for the translation of DNA rely on promoter sequences to signal the beginning of a

region that should be transcribed.

The relationship between promoter sequences and promoter activity or gene ex-

pression is not well understood. The quantitative prediction of transcriptional ac-

tivity of genes using sequence information of promoters is fundamental to the un-

derstanding and engineering of biological systems. Such technology could allow the
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estimation of expression levels from DNA alone.

Competing teams were provided 90 donated promoters with corresponding ex-

pression levels and challenged to predict the expression of 53 held out promoters.

We used a data driven approach to this problem, in which we collected multiple het-

erogeneous data types describing the promoter sequences. We considered a number

of variables which collaborating biologists believed to be related to gene expression,

including:

1. Length of the supplied promoter sequence.

2. K-mers (sequences of DNA of length k) of length one through five.

3. Mean length of k-mers composed solely of one type of nucleotide.

4. The standard deviation of the length of k-mers composed solely of one type of
nucleotide.

5. Physical properties of the promoter sequences, including predicted protein de-
formability.

The total number of features considered was 1,641, with k-mers accounting for the

vast majority. The use of a simple linear regression wrapper identified 22 important

features including 18 important k-mers.

One notable absence from our feature list was transcription factor binding sites.

Transcription factors and their binding sites have received much attention in the

literature and have been used as a feature in many models for systems biology [139,

159]. They represent known relationships between proteins with regulatory effects

and the DNA sequences that they attach to. Our success without this information

suggests that other aspects of DNA sequences are important to gene expression or

that much of the same information is captured by the features we used. The k-mers

retained as features may also have captured the relevant transcription factor binding

sites.

We trained an ensemble of 1000 support vector regressors (SVRs) on random

samples of 80% of the training data using the features selected by a correlation based
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wrapper. Each SVR provided predictions for every instance in the test set and their

predictions were averaged. By training models on random samples of the training

data we accounted for the possibility that the model does could make bad predictions

due to a trend in the test set that is underrepresented in the training set.

The methodology that went into building a successful model was a straightfor-

ward application of data mining, but the experimentation that allowed our model to

succeed additionally lead to a better understanding of data that was incidental to

the target problem.

We suspected that the entire length of the given promoter sequences may not

be relevant to the promoter activity. After experimentation, we discovered that the

100 nucleotides closest to the gene held most of the information relevant to physical

deformability of the DNA. We trained our model on this subset of the promoter

sequences to achieve better performance. The relevance of 100 nucleotides closest to

the gene was previously unknown, as demonstrated by the fact that other top placing

teams used features derived from the entire length of the promoter sequences. Thus

our success was enabled by expert guided feature extraction.
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CHAPTER 10

CONCLUSION AND FUTURE WORK

The thesis of this dissertation was that the application of data and network science

to challenges in the domains of systems biology and healthcare must carefully utilize

domain knowledge. Throughout this work we have repeatedly demonstrated the

validity and utility of this view. Through this process of studying data and network

science in these domains we have brought forth open challenges, innovated novel

methods, and highlighted important areas for future work.

Learning models that can be interpreted by domain experts from noisy and het-

erogeneous data is a fundamental task to the development of many developing fields.

We explored how the use of domain knowledge is essential to producing a good model

in Chapters 3, 4, and 8. We showed that different approaches may be appropriate

depending on the level of domain knowledge of the problem and on the purpose of

the analysis (Chapters 3 and 4). We demonstrated that the current approaches to

integrating biological data into unified models in Chapter 7 still need to account for

the effect of the measures and algorithms used to determine interactions (Chapter

8).

A second focus of this work was on the use of multiple measures for relationships

in networks and other explicitly relational models. We gave context for this issue in

Chapter 8 with a survey of current integrative network models in systems biology.

We discussed how the use of single measures may be good for identifying specific

information but is unreliable for heterogeneous data in Chapter 8. In Chapter 4 we

offered a novel approach to integrate diverse distance measures for the exploratory
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analysis of biological data.

We also studied a common source of bias in classifiers in Chapter 6. Although

we studied this problem in the context of classification, mislabeled negative class in-

stances may be problematic when included as features in other heterogeneous models

such as those described in Chapter 7.

Finally, in Chapter 9 we demonstrated how cutting edge data mining comes from

the fusion of domain knowledge and data mining expertise. Understanding funda-

mental concerns about the data and domain leads to informed choices in modeling.

10.1 Future work

Several areas of future work are motivated by the work in this dissertation.

In Chapter 3 we proposed a way to identify interesting genetic associations that

measured the behavior of genes more generally than the standard approach of simply

measuring the strength of association globally. It may be valuable in general to try

alternative measures for significance of genetic interactions, as it is now commonly

believed that much of gene activity emerges from collections of genes working together

rather than from fewer strong interactions [122, 18].

The joint approach using expert knowledge and expression data to learn an en-

semble similarity measure in Chapter 4 could benefit from additional study. An

ensemble similarity measure learned from more data types in addition to more simi-

larity measures might produce even better results. Furthermore, this approach could

trivially be extended to learn networks and other models.

In Chapter 5 we proposed a framework for integrating specialized knowledge from

distinct models trained on distinct data sets into an interpretable ensemble. Our

approach focused on populations of homogeneous data but it could easily be adapted

for use on other relational data such as data in systems biology.

Our study of the effect of mislabeled negative class instances on classification in
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Chapter 6 might have more impact in the field of systems biology if it were extended

to include the evaluation of unsupervised methods and networks specifically.

Many of the approaches described in Chapter 7 show that the use of diverse data is

an effective strategy to improve models in systems biology. We investigated the effects

of using different combinations of data and similarity measures in Chapter 8. Our

findings showed that more attention on the use of diverse models (relying on different

similarity measures) may be a fruitful avenue of future research. Questions remain

about how and why specific combinations of data type and similarity measure may

result in networks with specific specializations. It seems likely that one underlying

cause is the bias in a given method for taking biological measurements. This requires

study in greater depth to ensure that computational models trained on these data

are not systematically biased.

Our work on the DREAM project as described in Chapter 9 underscores the

necessity of combining domain expertise with data mining. Feature extraction was

essential to the success of this project and expert-guided feature extraction may have

much more potential for the improvement of computational models. It also opens

up the possibility of discovering much more about the relationship between physical

properties of promoters and gene expression as the systems biology community is

now aware that the relationship may be much more specific than expected.
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101. T. Milenković, J. Lai, and N. Przulj. GraphCrunch: A tool for large network

analyses. BMC Bioinformatics, 9(1):70, 2008.
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